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Abstract

With the emerging Internet of Things (IoT), even everyday devices are
increasingly expected to be interconnected. Low-power wireless net-
works are becoming ubiquitous and are anticipated to provide a broad
range of services that are of pivotal societal and industrial importance.
However, while the original vision of such networks was to freely
distribute devices that may then self-organize and operate autonomously,
practical deployments instead often require significant manual effort to
plan, configure, and maintain wireless sensor networks (WSNs). In most
instances, systems employ a highly centralized design oriented around a
designated leader or fixed structures for network orchestrating, thereby
strongly limiting their mobility, adaptivity, and fault tolerance. With
recent developments in powerful sensing and processing capabilities,
highly reliable and flexible networking schemes, and novel communication
technologies, such constraints could soon be a remnant of the past.

In this thesis, we aim to boost the autonomy of low-power wireless net-
works and avoid dependencies on fixed infrastructure, pre-configurations,
and manual interventions. In a variety of scenarios, we focus on how
sets of nodes can autonomously form connected clusters and maintain
reliable communication despite high mobility and a constantly changing
network topology. In addition, we investigate novel methods to orchestrate
networks without traditional leader-centric schemes and increase their
fault tolerance by distributing decision-making and exploiting physical re-
dundancy. To this end, this thesis makes the following main contributions:

« We introduce the concept of a dual-radio architecture for
infrastructure-free interaction tracking. By combining energy-
efficient discovery with high-fidelity sensing, we are the first to
enable fully mobile nodes to self-organize the collection of pairwise
distance information on a network level and accurately measure the
physical network topology. We further show that this autonomy
from fixed infrastructure enables new, mobile deployment options
with unprecedented flexibility.

« We develop methods for robust network orchestration of mobile
nodes despite arbitrary node and link failures. Based on a novel
election scheme, we present the first low-power wireless network
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protocol that can instantly handle network splits and find consensus
on leadership. Through a cluster-wide discovery scheme, we merge
autonomously operating clusters of nodes on the fly and maximize
network coverage by quickly aggregating and integrating informa-
tion on the current network topology.

We propose to orchestrate dynamic clusters using purely event-
based communication by directly exploiting the spatial and temporal
correlation of signals from the sensed phenomenon. Leveraging the
locality of a co-detection, where a physical event triggers multiple
sensors quasi-simultaneously, we autonomously form an ad-hoc
network and locally aggregate data for quick and efficient process-
ing. Based on a novel symbiosis of short- and long-range radio
links, centralized control and periodic overhead can be eliminated
to achieve more energy-efficient communication with a lower, more
consistent detection latency. We thereby propose a fundamentally
new coordination approach to synchronous networking that avoids
the elementary conflict between duty cycling and reactivity.

« We present the concept of concurrent coordination to enable fault-

tolerant low-power wireless networking without any centralized
coordination based on a novel distributed consensus and synchro-
nization mechanism. With the underlying paradigm that each node
is equivalent in protocol logic and configuration, we are the first
to avoid any entity that maintains a unique state or serves a
special purpose within such a persistent network. We further prove
analytically that we can still guarantee freedom of harmful packet
collisions, adaptivity to a dynamic network topology, and stable data
exchange despite node and link failures.



Zusammenfassung

Mit dem aufkommenden Internet der Dinge (IoT) wird erwartet, dass selbst
alltagliche Gerédte zunehmend miteinander verbunden sind. Drahtlose
Netze mit geringem Energiebedarf werden allgegenwértig und werden
voraussichtlich eine breite Palette an Diensten bereitstellen, die von
zentraler gesellschaftlicher und industrieller Bedeutung sind. W#hrend
die urspriingliche Vision solcher Netze die freie Verteilung von Geraten
vorhersah, welche sich danach selbst organisieren und autonom arbeiten
konnen, ist in der Praxis oft ein erheblicher manueller Aufwand fur
die Planung, Konfiguration und Wartung von drahtlosen Sensornetzwer-
ken (WSNs) erforderlich. In den meisten Fillen sind die Systeme stark
zentralisiert und orientieren sich an einem fremdbestimmten Anfithrer
(“leader”) oder an fixen Installationen, um das Netzwerk zu organisieren,
wodurch ihre Mobilitit, Anpassungsfahigkeit und Fehlertoleranz stark
eingeschrankt werden. Mit den jiingsten Entwicklungen in Bezug auf
leistungsstarke Sensorik und Datenprozessierung, hochzuverlassige und
flexible Vernetzungskonzepte und neuartige Kommunikationstechnologi-
en konnten solche Einschrankungen bald der Vergangenheit angehéren.

Diese Doktorarbeit zielt darauf ab, die Autonomie von drahtlosen Netz-
werken mit geringem Stromverbrauch zu erhohen und Abhéngigkeiten
von statischer Infrastruktur, vorzeitigen Konfigurationen und manuellen
Eingriffen zu vermeiden. In verschiedenen Szenarien untersuchen wir,
wie Gruppen von Sensorknoten autonom zusammenhingende Ansamm-
lungen (“clusters”) bilden und trotz hoher Mobilitit und einer sich stin-
dig andernden Netzwerktopologie zuverlassige Kommunikation aufrecht-
erhalten konnen. Dariiber hinaus untersuchen wir neuartige Ansétze
zur Orchestrierung von Netzwerken ohne herkémmliche zentralisierte
Methoden, welche auf einem festgelegten Anfiihrer basieren, und erhéhen
deren Fehlertoleranz durch die Verteilung der Entscheidungsfindung und
die Ausnutzung physischer Redundanz. Zu diesem Zweck liefert diese
Arbeit die folgenden Hauptbeitrige:

« Wir stellen das Konzept einer heterogenen Radio-Architektur fiir
die infrastrukturfreie Verfolgung von Interaktionen vor. Durch die
Kombination von energieeffizienter Entdeckung anderer Sensor-
knoten und hochgenauen Messungen sind wir die Ersten, die es
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vollstindig mobilen Knoten ermdéglichen, das Messen paarweiser
Distanzinformationen auf der Netzwerkebene selbst zu organisieren
und die physische Netzwerktopologie prazise zu vermessen. Des
Weiteren zeigen wir, dass diese Unabhingigkeit von statischer
Infrastruktur neue und mobile Einsatzmoglichkeiten mit einer bisher
unerreichten Flexibilitit ermoglicht.

Wir entwickeln Methoden fiir eine robuste Netzwerk-Orchestrierung
von mobilen Knoten trotz beliebiger Knoten- und Verbindungsaus-
fallen. Basierend auf einem neuartigen Wahlverfahren stellen wir
das erste drahtlose Netzwerkprotokoll mit geringem Energiebedarf
vor, das sofort mit Netzwerkaufteilungen umgehen und Konsens
iiber die Fihrung der Ansammlung finden kann. Dank einem
Entdeckungsmechanismus, welcher alle Knoten der Ansammlung
miteinbezieht, vereinen wir autonom arbeitende Ansammlungen
von Knoten ziigig und maximieren die Netzwerkabdeckung durch
eine rasche Aggregation und Integration von Informationen tber
die aktuelle Netzwerktopologie.

Wir schlagen vor, dynamische Ansammlungen rein aufgrund er-
eignisbasierter Kommunikation zu orchestrieren, indem wir direkt
die raumliche und zeitliche Korrelation von Signalen des erfassten
Phianomens benutzen. Unter Ausnutzung der Lokalitit einer Ko-
Detektion, bei welcher ein physikalisches Ereignis mehrere Sen-
soren nahezu zeitgleich auslost, bilden wir autonom ein Ad-hoc-
Netzwerk und aggregieren Daten fiir eine schnelle und effiziente
lokale Verarbeitung. Basierend auf einer neuartigen Symbiose von
Kurz- und Langdistanz-Funkverbindungen koénnen eine zentrale
Steuerung und periodische Fixkosten eliminiert werden, um eine
energieeffizientere Kommunikation mit einer geringeren, konsisten-
teren Latenz der Ereigniserkennung zu erreichen. Damit stellen wir
einen grundlegend neuen Koordinationsansatz fiir synchrone Netz-
werke vor, der den elementaren Konflikt zwischen Arbeitszyklus
(“duty cycle”) und Reaktivitit vermeidet.

Wir prasentieren das Konzept der gleichzeitigen Koordination ba-
sierend auf einem neuartigen verteilten Konsens- und Synchroni-
sationsmechanismus, um fehlertolerante drahtlose Netzwerke mit
geringem Energiebedarf ohne zentrale Koordination zu erméglichen.
Mit dem Grundsatz, dass jeder Knoten #dquivalent ist beziiglich
seiner Protokolllogik und Konfiguration, sind wir die Ersten, welche
jegliches Element vermeidet, welches einzigartiges Wissen besitzt



oder einen speziellen Zweck innerhalb eines solchen dauerhaften
Netzwerks erfiillt. Dariiber hinaus beweisen wir analytisch, dass
wir dennoch das Vermeiden von schadlichen Paketkollisionen, die
Anpassungsfihigkeit an eine dynamische Netzwerktopologie und
einen stabilen Datenaustausch trotz Knoten- und Verbindungsaus-
fallen garantieren kénnen.
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Introduction

Networked sensing has become a key driver for the Internet of Things
(IoT). Automated building management, pollution and energy consumption
monitoring, smart agriculture, as well as predictive maintenance lead to an
estimated 16 billion currently active IoT devices [[0T23]. The ability of such
systems to automatically gather detailed sensor data and collect them over
low-power wireless links enables highly scalable, low-cost deployments
for a plethora of applications. Along with the introduction of a variety of
popular communication technologies, including IEEE 802.15.4, Bluetooth
Low Energy (BLE), LoRa, and ultra-wideband (UWB), the development of
energy-efficient and reliable wireless network protocols has enabled such
devices to become ubiquitous. In tandem with powerful cloud computing
for data analysis and tremendous progress in machine learning, the
combination of distributed sensing and centralized data collection has
established itself as the dominating structure of wireless sensor networks
(WSNs).

However, while many such networks are still built around a tra-
ditional backbone infrastructure of static data sinks for connectivity
to the Internet, a rapidly growing class of applications demands more
autonomy. From a swarm of drones during a search-and-rescue opera-
tion [WTJ09, WH11] over the coordination of intersection crossings for
self-driving cars [RPL20] and industrial high-frequency feedback control
loops [MBJ*19] to the measurements of human interactions to study
the spread of diseases [CAD*20, SPDG*20, RL22], local networks need
to operate independently. Despite progress in researching more robust
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connections, wireless links are notoriously variable [JFT*19] and sensor
nodes often exposed to hostile environments [BISV08, WCPC18, ABC*20],
which makes centralized systems prone to catastrophic failures [WC19].
Furthermore, due to privacy concerns, long and unreliable transmission
latencies, and limited connectivity in indoor and remote settings, recent
years have seen attempts to push intelligence back towards the edge
through the rise of embedded machine learning [GHS"22, PAL22].

Therefore, it is essential that connected nodes can also exchange data
within an autonomous cluster without external dependencies. For example,
drones navigating tight indoor spaces must be able to fly in formation and
prevent collisions [GET22] while sharing control and sensor data [HYM16].
An early-warning system that is monitoring volcanic activity [WAJR"05,
WALJ*06], rockfalls [MFCP*19, WBDF*19], or wildfires [LWS06, YNL"12]
should also be able to directly trigger warnings and restrict access to endan-
gered areas. Similarly, human interactions must be automatically registered
by mobile devices to research organizational behavior [OWK*09], child-
hood development [SPH*22], and pandemics [RLS07] so infrastructure
limitations do not severely constrain the system’s coverage.

To attain such autonomy, a WSN must be able to orchestrate commu-
nication itself, i.e., by only depending on the sensor nodes it consists of.
Traditionally, static deployments have benefited from fixed configurations
such as a designated leader that synchronizes and schedules the network.
However, mobile nodes may not be within reach of such a leader but still
require coordination in order to communicate reliably and efficiently. In
addition, even without voluntary movement, node and link failures can
disrupt communication and fundamentally change the network topology
at any time, thereby requiring network orchestration to be adjusted. Only
by both automatically handling the formation of clusters consisting of
connected nodes as well as by demonstrating resilience throughout its
operation can a low-power wireless network become autonomous.

1.1 Aims of this Thesis

Based on the scenarios outlined above, this thesis aims to boost autonomy
in two fundamental aspects of low-power wireless networks:

« Nodes in a WSN should be able to deal with the autonomous
formation of persistent or ad-hoc clusters, including spontaneous
splitting and joining, without having to rely on fixed infrastructure
or manual pre-configurations and adjustments.
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« Due to hostile and volatile operating environments, a protocol for
WSN should provide autonomous resilience to node and link
failures so that the network can safely, adaptively, and persistently
communicate despite high node mobility and drastically changing
conditions.

Figure 1.1 shows the focus of the four chapters presented in this thesis
in regard to these aims. Autonomous formation is investigated in Chapter 2
(formation of persistent clusters), Chapter 3 (splits and joins of persistent
clusters), and Chapter 4 (formation of ad-hoc clusters). Autonomous
resilience is covered in depth in Chapter 3 (robust orchestration of clusters)
and Chapter 5 (fault-tolerant orchestration of a network).

1.2 System Requirements

To achieve both autonomous formation and autonomous resilience as
introduced above, we identify requirements in the following three primary
areas that a suitable WSN protocol must satisfy:

« Network orchestration: A network consists of a set of nodes that
desire to interact with each other based on an underlying network
topology. We define a cluster of nodes to contain a maximal set of
nodes in which each member is physically able to communicate
to any other node in the set across multiple hops. For each such
cluster of connected nodes, orchestration can be separated into
two parts. Robust cluster coordination must ensure that nodes
can efficiently and reliably communicate with each other based
on a shared notion of the cluster. This coordination must provide
nodes with knowledge on when to send what and may only depend
on devices that are part of the cluster. Swift cluster formation
has to permit nodes to find and interact with all others within
communication distance. The formation of a cluster must contain all
connected nodes, requiring that nodes either continuously discover
and merge clusters during operation or ensure that relevant nodes
are already contained during bootstrapping.

« Fault tolerance and adaptivity: An autonomous WSN must be de-
pendable and independently cope with changing conditions to
leverage its full potential. Resilient networking requires that the
safety and liveness of communication should be guaranteed even
under arbitrary node and link failures. Safety demands that a cluster
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agrees on when to communicate to prevent packet collisions even if
a leader is not around to coordinate, and liveness seeks to preserve
the exchange of data despite changes in the network topology.
Adaptivity to dynamic environments requires a network to
automatically adjust its communication to varying traffic demands
and environmental conditions. This reactivity is one of the key
indicators of autonomous, smart networks and is imperative to
support node mobility and sustain long-term operation.

« Efficient resource usage: For a battery-powered sensor node with
limited computational capabilities and bandwidth to be effective, its
resources need to be used with care. This scarcity asks for the trade-
off between low resource consumption and communication needs to
be continuously re-evaluated and adjusted to operating conditions.
Energy efficiency requires nodes to adapt their networking service
according to current application demand by allowing the protocol to
dynamically increase and decrease the intensity of communication,
also referred to as duty cycle. Such flexibility calls for a system that is
reactive to events by enabling hardware components on-demand and
swiftly releasing obsolete resources instead of over-provisioning.
Channel efficiency requires nodes to know precisely when they are
permitted to send to avoid contention and corrupted communication.
For protocols to scale well and support dense deployments as well
as temporary spikes in traffic demand after an event occurred,
communication within a cluster should be tightly synchronized and
coordinated to achieve a dependable transfer of information.

1.3 Challenges

With requirements defined for (i) network orchestration, (ii) fault tolerance
and adaptivity, and (iii) efficient resource usage, we next investigate distinct
challenges that the design of an autonomous system entails. We thereby
include a discussion on how current state-of-the-art systems tackle these
issues and identify open needs to achieve autonomy.

1.3.1 Network Orchestration

Cluster coordination. Coordinating the communication of a cluster of
multiple nodes requires each of them to share knowledge on which member
is allowed to send at which time so packets do not collide. For a common
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notion of the network state, most protocols rely on a centralized leader,
i.e., a node that is assigned to perform a specialized and potentially unique
role, to collect, process, and distribute this information [FZMT12, HL20].
This consolidation of all coordination tasks, including synchronization and
scheduling, at a single point in the network is prone to both unavailability
of the leader due to failures, discussed in more detail below, and high
uncertainty as well as long delays for all nodes to reorganize after
the leader changed. Distributed and autonomous schedulers [AVP*15,
DANLW15, KKK19] help to mitigate these issues, but require routing
information and synchronization that is once again based on a central
root node [DWVT14, WTB*12]. Therefore, there is a need for mechanisms
that robustly coordinate clusters despite failures and spread the required
information throughout the network to mitigate their impact.

Initial cluster formation. Most protocols configure a fixed leader node
to which others align during bootstrapping [HMZ18, LFZ13]. As some
clusters may not include this designated leader, multiple backup leaders
must be defined to take its place, usually in a hard-coded order [FZMT12].
To boost autonomy by avoiding such manual configurations, nodes may
also independently perform leader elections on demand to find a suitable
candidate from a dynamic set within the cluster [CRW11, SPZE20].
However, as both fixed leaders and leader elections do not prevent
multiple parallel clusters, unintended splits of centralized systems may
violate their assumptions and endanger system integrity due to conflicting
leadership [RPL20, ANDL17b]. By demanding that a cluster consists of a
majority of nodes, such incompatibilities may be prevented [ANDL17a,
Lam01]. However, there is a need to permit the ad-hoc formation of
independent clusters of any size without jeopardizing a system’s integrity.

Cluster discovery. An orthogonal approach to forming a network during
bootstrapping is to use neighbor discovery schemes [MB01, DC08]. By
regularly sending beacons and listening for nodes nearby, these pro-
tocols enable nodes to find and merge efficiently and within bounded
time [QLXL16, JLMP17]. As mobile clusters may encounter each other
throughout the deployment, such discovery must run continuously and
swiftly succeed once clusters are within range to prevent mutual inter-
ference due to colliding packets. However, discovery protocols are built
on the implicit assumption that access to the radio is exclusive and are
hence conflicting with the simultaneous use of a protocol for networking.
Therefore, there is a need for designing systems that combine discovery
and communication so that both can be pursued in parallel.
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1.3.2 Fault Tolerance and Adaptivity

Consensus. The simplest method for all nodes to agree on a decision is if
it is taken centrally by a single entity. For example, if a communication
schedule needs to be adapted because of a change in traffic demand, the
leader may simply adjust it locally and distribute a new version that is then
adopted by the rest of the cluster [FZMT12, SDFG"17]. While effective, such
centralized decision-making jeopardizes the resilience of a system if the
source becomes unavailable. To reduce the dependence on a single entity,
consensus protocols include all nodes in this process [BLG15, ANDL17b,
PANL19] and make sure that essential information is available throughout
the network [FZMT13]. However, as all existing consensus protocols still
rely on a designated leader for synchronization, there is a need for a fully
distributed consensus mechanism without any centralized service.

Link failure. As wireless links are known to be fluctuating and prone to
interference, link-layer parameters can be adjusted on the fly to increase
their robustness [PL21, BGS*22, YNB*22]. Some protocols even use a
combination of communication techniques to temporally mitigate the
influence of unstable links on one of them [MZL*20, SBDM20, ITPK19].
However, most protocols lack the capability to fundamentally change their
network topology while preserving ongoing communication, such as when
a network splits apart or clusters rejoin after a prolonged separation.
Therefore, there is a need for clusters to autonomously and instantly react
to network splits and merges without having to revert to bootstrapping
first and cease communication in the meantime.

Node failure. The integrity of a system is often heavily challenged by node
failures. For example, finding consensus requires input from all nodes and
may otherwise block or become ambiguous [ANDL17b]. Even for protocols
that are designed to cope with failures [MZL"18, PANL19, MZL*20,
FZMT13], node failure at the leader can prevent reliable communication
due to a loss of synchronization. For this reason, nodes must usually halt
their data exchange until a new leader could be established [ANDL17a,
FZMT12], which causes a catastrophic collapse of the network. As ad-
versarial node failures may repeatedly delay the election of failover
leaders and as failures are often correlated [WC19], thereby arbitrarily
prolonging the network interruption, such systems cannot maintain a
robust communication service. Therefore, there is a need for protocols that
preserve safe and persistent communication for the remaining nodes in the
cluster despite any type of failure.
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1.3.3 Efficient Resource Usage

Energy-intensive communication. While low-power wireless technologies
such as IEEE 802.15.4 and BLE have become highly energy-efficient, they
are primarily limited to short-range communication. More specialized
radios such as UWB for wireless sensing and LoRa for long-range
communication induce significantly higher energy costs as they utilize
more bandwidth and time per packet. Infrastructure-based systems have
been able to alleviate some of these concerns through asymmetry by
offloading the majority of the energy costs from the sensor nodes. For
example, UWB is exclusively utilized with fixed installations to measure
relative distances [GSR*19, PKD18] due to its high listening costs. This
dependence on infrastructure is in direct conflict with a system’s autonomy
as it remains restricted to instrumented spaces. Similarly, LoRa gateways
can continuously listen for incoming packets and may also schedule
bidirectional communication [TDFB*23]. However, such systems cannot
obviate the high intrinsic energy costs of a long-range packet exchange
as long as they lack local filtering. Therefore, there is a need to extend
such radios with onboard capabilities to focus their energy on when it is
imperative to enable the technology and thereby boost their efficiency.

Mobility. Mobility endangers efficient communication, as it can cause
nodes to search for disappeared leaders [FZMT12] or require the constant
re-organization of routing structures that may take up to 25 min [LEG20].
In recent years, the introduction of concurrent transmissions (CT) has
largely displaced tree-based routing by permitting reliable, efficient net-
working that is entirely topology-agnostic and hence perfectly suited for
highly mobile nodes [ZMS20]. Instead of individually routing packets hop-
by-hop, standard CT floods a packet concurrently through the network
by having all recipients retransmit it simultaneously [FZTS11, LDFST17].
However, flooding by default requires all nodes to participate and spread
messages throughout the network, even though a particular packet might
only be of interest to a small subset such as the data sink. While methods
have been developed to optimize this behavior for static networks [IMPR16,
TDFB"23], networks with a constantly changing network topology spend
a significant portion of their energy in vain. Therefore, there is a need to
either leverage that flooded information is available everywhere to increase
its effectiveness or restrict communication to nodes that are relevant to the
current exchange.
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Event-based communication. Most networks structure their exchange in
periodic rounds [BvRW07, MELT08, FZMT12], as opportunistic commu-
nication is unpredictable and often does not scale well [Abr70]. Although
protocols adapt their duty cycles or limit expenses in times of low
activity [SDFG*17, SSB10], periodic overhead is pervasive. While such
activity consumes energy without exchanging sensor data, it additionally
occupies the channel and prevents other communication. Lastly, there is
an inherent trade-off between the duty cycle of such protocols and the
latency with which activity can be reported [SFBT19], resulting in lower
energy consumption at the cost of a longer reaction time if the round period
is increased. Additional hardware such as wake-up radios [SBBT15] and
heterogeneous combinations thereof [PMMB18, BPS16] boost reactivity,
but also require extra complexity and energy. Therefore, there is a need to
only communicate based on an event when the demand to transmit sensor
data exists and otherwise eliminate communication costs entirely.

1.4 Thesis Outline and Contributions

In the following, we present the main contributions of each individual
chapter of this thesis as illustrated in Figure 1.1. We start in Chapter 2 by
developing a system that permits nodes to autonomously form a network
with a common leader while actively communicating and sensing in
parallel, which we achieve through a heterogeneous hardware architecture
that prevents cluster formation from interfering with coordination. As a
network loses its coordination when the leader becomes unavailable due
to changes in the network topology, we then improve the resilience of such
network orchestration in Chapter 3 through the integration of coordination
and discovery into a single protocol that efficiently finds consensus on
leadership when the network splits and joins. However, as orchestration
is only required when data exchange is actually needed and is otherwise
redundant, we next explore in Chapter 4 how an ad-hoc network may only
locally trigger leader election and additional networking based on sensed
events. Lastly, we investigate in Chapter 5 how decision-making can be
completely decentralized without requiring a leader at any point in time,
thereby achieving fully distributed network coordination.
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Formation by SociTrack Demos Autonomous
discovery Chapter 2 Chapter 3 formation
Formation by STeC Hydra

bootstrapping Chapter 4 Chapter 5

Networking & sensing ~ Networking & sensing
coupled independent

Figure 1.1: In this overview of the chapters and aims of this thesis, we distinguish
chapters along two axes: How nodes form a network (either directly during
bootstrapping or thereafter using discovery) and how networking and sensing are
connected (as both can be conducted independently or directly coupled).

Infrastructure-Free Tracking through Mobile Sensor Networks
(Chapter 2)

With SociTrack, we introduce a novel dual-radio architecture that sep-
arates cluster coordination and cluster formation in hardware to enable
independent operation. This parallelization permits us to combine energy-
efficient BLE discovery to build dynamic clusters with UWB to track highly
mobile nodes in a constantly changing network topology. With this new
platform, we offer autonomous social interaction tracking via wireless dis-
tance measurements without any supporting infrastructure. Unlike other
systems, SociTrack does not have to choose between deployability and
measurement fidelity. By decoupling the discovery and synchronization
of other nodes from sensing, we are still able to employ highly accurate
ranging and provide sub-second, decimeter-accurate ranging information.

Robust Orchestration for Autonomous Networking
(Chapter 3)

With Demos, we present the first low-power wireless protocol that
provides robust network orchestration for autonomous multi-hop clusters.
Key to this robustness is Demos’ ability to quickly find a new leader in
case the previous coordinator becomes unavailable. We achieve such high
adaptivity by introducing a set of novel election quorums to reliably re-
elect the leader while it is available and instantly find consensus on new
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leadership once the network topology changes. We further integrate a
new, flexible cluster discovery scheme that efficiently finds neighboring
clusters and swiftly merges them without disrupting the exchange of data.
Demos is the first protocol that combines cluster coordination and cluster
discovery to interchange and mutually leverage knowledge on connected
nodes, thereby creating a symbiosis of both mechanisms.

Exploiting Spatial and Temporal Correlation for Event-based Com-
munication in WSNs (Chapter 4)

With STeC, we propose to incorporate event detection based on distributed
sensors as an integral part of network orchestration. Instead of periodically
exchanging data, nodes only activate their radios following a sensor trigger
and form an ad-hoc cluster solely out of sensor-activated nodes in spatial
and temporal proximity. By locally electing a leader out of the subset of
nodes that have co-detected an event, coordination is limited to affected
nodes and any periodic communication overhead can be eliminated. STeC
is unique in that it thereby proposes a fundamentally new approach to the
elementary conflict between duty cycling and reactivity. It further ensures
that significant energy is only spent on events that are deemed relevant
through additional local filtering. As its ad-hoc clusters only communicate
to exchange data on the current event and disband thereafter, the discovery
of other clusters can be avoided without impacting the system’s integrity.

Concurrent Coordination for Fault-tolerant Networking
(Chapter 5)

With Hydra, we introduce a protocol for low-power wireless networks that
entirely decentralizes its network coordination through a novel distributed
consensus and synchronization mechanism. Instead of having only a
leader collect information and make decisions, all participating nodes
exchange their current information on the set of nodes that they consider
to be part of the network and the corresponding traffic demand. Based
on a new consensus algorithm that provides provably unique decisions,
network coordination remains consistent despite arbitrary node failures
or network topology changes. As it completely avoids centralization
and performs coordination tasks such as synchronization and scheduling
concurrently, Hydra’s concept of concurrent coordination constitutes the
first fully distributed protocol to enable fault-tolerant low-power wireless
networking and ensures safe, adaptive, and persistent communication.



Infrastructure-Free Tracking
through Mobile Sensor Networks

Historically, localization and tracking has been a domain that has relied
heavily on static infrastructure for reference points and network orchestra-
tion. This dependence on infrastructure severely limits the capabilities and
autonomy of such systems, as their coverage is restricted to instrumented
spaces and hence challenging to scale. In this chapter, we specifically
address the problem of interaction tracking, where nodes within proximity
trace each other and exchange information such as their pairwise distance.
Typical example scenarios include the coordination within a swarm of
drones as well as the tracking of human interactions to study social bonds
and the spread of diseases. Until now, systems measuring interactions have
been forced to choose between deployability and measurement fidelity—
they operate only where infrastructure is available, under line-of-sight
conditions, or provide coarse-grained proximity data. Therefore, a novel
networking approach is needed that enables interaction tracking without
infrastructure support, captures highly mobile individuals, and is energy-
efficient to enable long-term deployments. In particular, dynamic clusters
of sensors should be capable of reliably capturing all pairwise distance
information with high fidelity. While we will again address the challenge
of dynamic cluster formation in Chapter 4 based on sensor events, this
chapter first explores how networked mobile sensors can autonomously
form dynamic clusters to provide entirely infrastructure-free deployments.

This chapter is based on [BJT*20], [BPD19], and [Bir18].
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We introduce SociTrack, a highly flexible platform for autonomous
interaction tracking via wireless distance measurements. Based exclusively
on the node-to-node communication within a network of mobile sensors,
the system provides sub-second, decimeter-accurate tracking information
over multiple days. The key insight that enables both deployability and
measurement fidelity in one system is to decouple node mobility and
network management from energy-intensive wireless sensing, resulting
in a novel dual-radio architecture. SociTrack leverages an energy-efficient
and scalable ranging protocol that is accurate to 14.8 cm (99th percentile)
in complex indoor environments and that enables our prototype to operate
for 12 days on a 2000 mAh battery. To validate its deployability and efficacy,
SociTrack is used by researchers in early childhood development to capture
interactions between caregivers and infants.

This chapter builds on [BJT*20] and [BPD19], which is partially based on
the author’s MSc thesis [Bir18]. The text and illustrative figures, the related
work analysis, the described hardware, and many of the network discovery
features and experimental results are a product of the author’s doctoral
studies and a prerequisite and stepping stone for the forthcoming chapters.

2.1 Introduction

A desire for networked high-fidelity tracking and interaction data — sub-
meter accurate distances at sub-second sampling — can be found in a
variety of applications. Drones can be used to localize human victims in
a search-and-rescue scenario [CXC"19] or can leverage known pairwise
interaction distances within the network to avoid collisions [ GET22], coor-
dinate a search grid [WTJ09, WH11], improve network coverage [HYM16],
and fly in formation [LSD*20]. Further demands for rich interaction
data include applications researching interracial and intercultural rela-
tions [MBYP09, Bea04], transit design [EW07], and workplace dynam-
ics [MNMS17, KMO"12]. In our evaluation, we consider the successful
deployment of this technology by childhood development researchers, who
are seeking a better understanding of the impact of physical proximity be-
tween caregivers and infants [dB19, Zea18, SPH*22]. Hence, technologies
and tools that flexibly facilitate proximal interaction tracking are likely
to find many applications which differ in key parameters like detection
latency, update frequency, spatial resolution, network density, and system
lifetime. This breadth of applications motivates the design of an adaptable,
general-purpose interaction tracking system.



2.1. Introduction 13

Challenges. The biggest challenge in designing a measurement system for
high-fidelity interaction tracking is meeting in situ deployment require-
ments. It must operate wherever a cohort travels, which precludes relying
on supporting infrastructure (including so-called ambient infrastructure
such as WiFi, cell towers, or Global Navigation Satellite System (GNSS)).
Due to the highly dynamic nature of a mobile network, the system must
continuously discover and form ad-hoc clusters to guarantee up-to-date
information on connected nodes and ensure that all pairwise interaction
data is collected, which requires a coupling of networking and sensing.
Finally, a suitable system should work reliably without requiring manual
interventions and be low-power to allow for lightweight, unobtrusive
operation without the need to recharge during a long-term deployment.
In summary, we identify four challenges for networking and sensing:

Crprury  SUb-meter accuracy and sub-second sampling
CMOBILE Fast detection and frequent network changes
CinrRA Infrastructure-free (in situ) usage

CpEpLoy Reliable, unobtrusive, and long-lasting operation

We will encounter these four challenges again throughout this dis-
sertation, thereby paying particular attention to one of them in each
chapter. This chapter focuses on Cgipg iy and enables high-fidelity sensing
in an autonomous network. Chapter 3 centers on Cyopm: and improves the
reactivity to network splits as well as the communication between clusters
of nodes, for which continuous discovery will also be a key element.
Chapter 4 takes up Cpyrra again and demonstrates that the autonomy of
sensor nodes may even be increased when infrastructure can be leveraged
to offload energy costs, whereby we also couple networking and sensing.
Lastly, Chapter 5 concentrates on Cpgproy and ensures that persistent, fault-
tolerant networking is guaranteed under arbitrary circumstances.

System requirements. As the potential application space for an autonomous
tracking system is broad, we start by distilling a common set of re-
quirements. First, the collected data must be high-fidelity. While exact
requirements are unique to specific applications, systems that can collect
interaction data with sub-meter accuracy at sub-second sampling (Cpipgriry)
have been called for across various domains [BSLP13, Zeal8]. Sensor
nodes must be able to move freely, which requires them to form dynamic
networks and continuously discover and update cluster membership
throughout the deployment (Cyoprz). To be able to drop into an unknown
environment, a system cannot require deploying infrastructure nor can
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it make assumptions about existing infrastructure (Cyrra), Which makes
traditional instrumentation-based techniques not only impractical but
inadequate. To measure reliably and sense natural behavior, the measure-
ment system cannot rely on orientation (i.e., require line-of-sight between
sensors) and must only have a low impact on the wearer (Cpgproy)-

Status quo. No prior interaction tracking system fulfills all four require-
ments. Many systems build on low-power narrowband radios, such as
IEEE 802.15.4 or more recently BLE, as these technologies have minimal
deployment constraints and offer established solutions for infrastructure-
free and highly mobile operation [APT* 11, CVdBB*10, MPGG*17, MFL* 14,
MNMS17, OWK*09, OGT*18, SLB*17]. However, narrowband radios have
fundamental fidelity limits [Lan09], and in practice, these systems (even
if leveraging information such as the Received Signal Strength Indicator
(RSSI)) are restricted to coarse “near/far” estimates. In contrast, a plethora
of indoor localization systems provide high-fidelity tracking, but they rely
on infrastructure and cannot observe cohorts outside of instrumented
spaces [LRS*15, GSR*19, SHH11, KPCD16, KPD15]. One recent system,
Opo [HKPD14], achieves fidelity and mobility without infrastructure, but
is restricted by the use of ultrasound to capture only short-distance (3 m),
line-of-sight interactions, which imposes severe deployability restrictions.

Contribution. We introduce a new platform, SociTrack, designed for high-
fidelity interaction tracking, that emphasizes autonomous operation across
a range of scenarios. SociTrack is self-contained, with no requirement
of infrastructure support or limitations on deployment methodology. The
platform is designed to capture interactions among highly mobile sensor
nodes. It builds dynamic networks capable of collecting pairwise distance
information between all cohort members at up to 16 Hz with 14.8 cm
99th percentile accuracy. SociTrack can be worn by people of all ages
during their normal day-to-day routines for up to two weeks. Further,
the platform aims to constrain deployment scenarios as little as possible:
it presents users with parameters to configure it to their needs, tools to
predict its performance accordingly, and interfaces for real-time inspection
and adaptation. With SociTrack, we make the following core contributions:

« Our design exploration in Section 2.4 shows that any single com-
munication technology cannot provide high-fidelity, infrastructure-
free interaction tracking of mobile nodes with high deployability
on its own. To realize such a system, we introduce a heterogeneous
architecture exploiting the individual strengths of BLE and UWB.
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« We improve state-of-the-art UWB ranging protocols on two key
dimensions: Section 2.5 explains how we reduce message complexity
from quadratic to linear with regard to network size and shows that
careful scheduling of broadcast packets can further result in a 50 %
reduction of messages, which increases lifetime by 102 %.

+ We demonstrate a configurable protocol that enables flexibility
at deployment time with predictable, deterministic performance.
Section 2.6 shows that this adaptivity permits usage across a breadth
of applications and promotes exploration.

In Section 2.8, we evaluate SociTrack’s performance on various micro-
benchmarks and consider its efficacy for real-world studies of domain
scientists by deploying it with psychology researchers for an infant
tracking scenario [SPH'22]. Finally, we close with a consideration of
upcoming hardware advances. While we develop and test SociTrack
using custom hardware, Section 2.9 discusses emerging smartphones and
wearables and shows how future global deployments could be as simple as
a software update.

2.2 Motivation for Human Sensing

The need for high-fidelity interaction tracking data is well-known, but
it might now be more pressing than ever when facing the impact of a
global pandemic. In general, the study of proximal interactions is crucial for
human sensing in many settings. Social scientists believe that changes in
interaction behavior are an important indicator of cognitive decline and
the onset of Alzheimer’s disease [CZ10]. Patterns of social interactions
are used to study informal informational networks and the underlying
power dynamics in a workplace [OWK*09]. And of course, close physical
interactions are of medical interest as they are a critical factor in the spread
of diseases like SARS-CoV-2 [CAD*20, SPDG*20, MC20].

However, scientists lack high-fidelity data on contact networks in the
wild [AZU18]. Current wide-area social interaction studies have to rely
almost exclusively on self-reporting and public surveys [HKPD14, MFB15],
which are highly subjective [MNMS17], subject to bias [BMW*16], and
lack fine-grained quantitative metrics [OWK"09]. As a result, public health
policy guidance on social distancing is based on limited studies taken in
small populations and highly controlled settings. Due to these constraints,
we lack an understanding of spreading distances at scale in real-world
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environments to obtain improved, empirical models and take effective
countermeasures.

In this chapter, we focus on the problem of long-term tracking of inter-
action distances among members of a cohort. These measures are impor-
tant in the study of stress [EW07], human-robot interaction [WDTB"05],
epidemiology [RLS*07], and child development [Zea18]. While small-
scale experiments allow the collection of high-fidelity interaction data in
laboratory settings, conscious observation can strongly influence behav-
ior [CGR"09, TLKL*17] and consequently cause scientists to miss critical
cases such as neglect of an infant by their caregivers [Zeal8] or lead
to the collection of data that misses the primary effects of caregiver-
infant attachment relationships [dB19]. Therefore, it is critical to be able
to measure behavior in people’s natural environments, where interactions
occur organically [AZU18, RDC18].

Example scenario. Early childhood development psychologists are inter-
ested in studying the interaction patterns of caregivers and infants [Zea18].
In proposed experiments, the reliable capture of short-lived interactions
(e.g. check-ins) as well as sub-meter accuracy is important to infer
behaviors (Cprpriry)- Members are expected to continuously split up and
rejoin over the course of the day (Cyoprs), such as when family members
go to work and school, pursue individual free-time activities, or do the
chores together. Measurements must follow clusters of family members
wherever they go (Ciyrra), cOVering environments that might be impossible
to instrument due to their public nature, unavailability of electricity and
connectivity, or sheer extent. Finally, devices must operate autonomously
and reliably without requiring manual adjustments and should remain
unobtrusive to participants (Cpgproy) to minimize the Hawthorne effect,
where people change their behavior once they are conscious that they
are under observation [Zeal8, Gar00]. Section 2.8.1 evaluates SociTrack’s
performance in this and other real-world application scenarios.

2.3 Related Work

Interaction tracking and related technologies have a long history in
mobile computing research. The primary differentiation of SociTrack is
realizing high-fidelity tracking (sub-meter, multi-Hz) with no constraints
on deployed infrastructure (i.e., anchors) or sensor placement (i.e., line-of-
sight). Table 2.1 summarizes how SociTrack compares to existing systems
and addresses the needs of various target application scenarios.



Platform Ranging method | Infrastructure | Size [cm?] | Spatial resolution [cm] | Temporal resolution [s] | Maximal range [m] | Lifetime [d]
WASP [SHH11] NB ToF Yes N/A 50 0.04 30 0.42
SurePoint [KPCD16] UWB ToF Yes 21.8 50 0.08 50 0.04
iBadge [CMY"02] UL/RF TDoA Yes 38.5 10 N/A 3 0.21
Opo [HKPD14] UL/RF TDoA No 14.0 5 2 3 3.9
Sociometric [WAO" 11, KMO"12] RSSI + IR No ~50 100 2 10 1
Social fMRI [API*11] RSSI No N/A 500 300 N/A N/A
Smartwatches [MNMS17] RSSI No 21.2 600 10 6 0.71
SociTrack UWB ToF No 214 15 0.06 64 12
Scenario

Office - Employee workplace dynamics Yes 50 2 20 5
Elderly care — Habit monitoring Yes 500 30 10 14
Family - Caregiver-infant patterns No 20 0.5 10 7
Sports — Player tracking and analysis Both 20 0.2 50 0.08

Table 2.1: Previous systems cannot cover the complete design space, particularly lacking in infrastructure-free solutions with high
spatial resolution. SociTrack provides an adaptable solution that can be configured for various scenarios and which offers a wide
trade-off space between network size, spatial and temporal resolution, and lifetime, explored in detail in Section 2.6. Note that the
given performance figures showcase the individually obtainable results of target scenarios, as discussed in Section 2.8.3, and are not
all obtainable simultaneously.
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Cripeurry Interactions are more than proximity. Many systems either provide
only coarse-grained (often 2-5m) distance resolution between members
through signal-strength measurements [API*11, KLS*10, OWK"09] or
simply report nearby presence [CVdBB"10, MFL*14]. Modern versions
are often Bluetooth-based and highly deployable as they leverage smart-
phones and wearables [MNMS17]. While appealing in their accessi-
bility, these proximity-based systems provide limited insight into the
nature of interactions [SVB*11, SLB*17], which requires sub-meter ac-
curacy [BM13, WDTB"05]. For example, they cannot provide key spatial
insights such as the significance between 1-2m distancing efforts for
disease spread [BSLP13].

Cperroy: Technology limits interaction capture. Some systems provide finer-
grained distance estimation by leveraging the propagation speed of waves.
However, the underlying technology can impose strong limitations on
the deployability of a system. For example, Opo [HKPD14] exploits the
time difference of arrival (TDoA) between an ultrasonic chirp and an
IEEE 802.15.4 radio packet to achieve 5cm ranging accuracy. However,
ultrasonic signals are challenging in complex, indoor environments, as
reflections can persist in the channel for over 50 ms [LRS*15] and therefore
limit the sampling frequency. Reflections also reduce effective range:
because Opo cannot distinguish the direct path from a reflection, it as-
sumes all interactions beyond 3 m are reflections. Similar multipath issues
impede other acoustic solutions [PSZ*07]. Finally, ultrasonic transducers
are highly directional; in Opo, errors grow once the sensors are more
than 45° off of direct line-of-sight. Because measurements rely on the
successful reception of ultrasonic chirps, objects that obstruct line-of-
sight, such as other people or wearing the sensor inside a pocket, prevent
ranging altogether. In contrast, SociTrack’s UWB-based solution is re-
silient to multipath interference and permits high-frequency, orientation-
independent ranging despite non-line-of-sight.

Civrra: Localization tied to infrastructure. While not originally targeted
at interaction tracking, many indoor localization systems can provide
the needed accuracy from detailed position estimates. As narrowband
radios are limited in fidelity and acoustic solutions are restricted in
deployability, we focus on the localization systems that also use UWB
for its accuracy and deployability potential. SnapLoc [GSR*19] emphasizes
scale by supporting unlimited tags, SurePoint [KPCD16] highlights long-
tail accuracy by introducing diversity ranging, and RFind [MSA17] and
Slocalization [PKD18] reduce tag power to nanowatts via backscatter
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techniques; but all of these systems require fixed infrastructure in every
room to operate. A common trend in localization system design is the use
of asymmetry: to improve performance and the size, weight, and power
(SWaP) characteristics of nodes, complexity is pushed into infrastructure.
Our applications, however, cannot afford this trade-off.

Civera®  Infrastructure-free” localization. Several localization systems do
not require additional deployment of infrastructure as long as they can
take advantage of ambient infrastructure, such as WiFi [KGKR14, VKK16,
XXLJ19]. While leveraging existing infrastructure can mitigate deployment
costs in certain home and business settings, it is still an incompatible
constraint for wide-ranging interaction tracking applications. For example,
infant interaction tracking must operate in places where WiFi may be
nonexistent, such as in the car, during a picnic at the park, or on a hike.
While some early ideas leverage new wide-area infrastructure such as
LoRa [IIKN19], evidence from both indoor and outdoor cellular localization
suggest that neither coverage nor fidelity will be sufficient [RLS08, SDB16,
Ope20]. Ultimately, to ensure reliable operation wherever a cohort may
travel, an interaction tracking system cannot rely on infrastructure, neither
intentionally deployed nor opportunistically used.

Cumopme: Avoiding stochastic operation. Unsynchronized networks require no
coordination but use the available channel inefficiently and are limited in
scale [Abr70]. Such stochastic operation is what limits Opo [HKPD14] to 2 s
sampling. Systems like ALPS [LRS*15] and UPS+ [LAY19] demonstrate that
it is possible to use the ultrasonic channel to realize sub-meter and multi-
Hz tracking fidelity, but require infrastructure support to schedule ranging
events. SociTrack is the first system to support all fidelity, deployability,
and mobility challenges without relying on supporting infrastructure.

2.4 System Design

The goal of SociTrack is to provide high-fidelity interaction measurements
while minimizing constraints on how and where the system can be
deployed. First and foremost, SociTrack needs a reliable mechanism to mea-
sure the distance between cohort members. Across the array of acoustic,
optical, and wireless ranging technologies, only radio-based measurement
techniques allow sensors in pockets, cope with cluttered environments, or
register room-wide interactions. Of the radio-based methods, only UWB
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Figure 2.1: Task separation between BLE (left) and UWB subsystem (right). While
the former handles external links for real-time data offload and neighbor discovery,
UWB is used for network communication and distance estimation.

provides an accurate and robust ranging primitive [Lan09]. The historic
drawback with UWB is its energy inefficiency in the face of mobile sensors.

Our key design insight is that while UWB is necessary to achieve high-
fidelity ranging, we can mitigate its deficiencies on a modern platform by
complementing it with another technology. A decade ago, an additional
radio IC might have doubled the cost of a system—today, a Bluetooth
chip and supporting passives represent just 8.7 % of our prototype bill of
materials (BOM) costs. With access to multiple technologies in one system,
the central design question then is how to best apportion tasks across the
available subsystems. Naively, one might simply use the comparatively
energy-expensive UWB radio exclusively for ranging (where there is no
alternative), and Bluetooth for everything else. However, as we will show
in this design discussion, a blended approach in which responsibilities are
shared results in a more capable overall design.

2.4.1 Why is Mobility a Struggle for UWB?

UWB radios are generally not used in infrastructure-free designs with
mobile nodes. The issue lies in UWB’s high receive power draw, which
results from the need to integrate energy below the noise floor over a
wide bandwidth and the necessity to heavily process and despread the
received signal [TSZ"07]. Discovery protocols require efficient listening
however [DCO08], and benefit from a balanced energy budget between
transmission and reception of packets [QLXL16]. The UWB radio [Dec18]
used in SociTrack averages up to 554.1 mW while listening, 24 X more
power than its BLE radio [Nor20] at 22.7 mW. Furthermore, the receive (RX)
and transmit (TX) power draw is less balanced; the RX/TX ratio of UWB
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is 4.0 compared to 1.5 for BLE. This high, unbalanced energy consumption
makes UWB particularly ill-suited for discovery, as a UWB-only system
is forced to sacrifice lifetime or discovery latency. But quick discovery
is critical, as short events such as a caregiver briefly checking in on an
infant will be missed otherwise. By employing BLE instead of UWB, we can
reduce discovery costs by 93 % and enable long-term mobile deployments.

2.4.2 SociTrack Protocol Design

Figure 2.1 gives an overview of the major components of the SociTrack
protocol and how SociTrack partitions tasks. Before any devices are
discovered, only the BLE subsystem searches for neighbors and the UWB
subsystem is powered down. During subsequent steady-state operation,
both the BLE and UWB subsystems remain active, as they handle different
aspects of network maintenance. Designing a protocol atop two radio
technologies can be both beneficial, as they operate independently without
mutual interference (a concern we will have to approach in Chapter 3),
and challenging, as the availability of BLE and UWB links between
nodes may vary due to different propagation characteristics in complex,
indoor environments. We will encounter similar design considerations in
Chapter 4, where we will design a protocol atop two radio modulations
with individual strengths and weaknesses.

Initial discovery. We must first design a discovery mechanism. Less mobile
systems can treat discovery as a “startup” problem, a rare event before
steady-state operation. However, in highly mobile settings, nodes can
frequently switch networks and encounter new neighbors, thus discovery
must occur continuously. Additionally, nodes may spend significant peri-
ods isolated from others, such as when an instrumented family member
is at work, and must be able to rely on an efficient discovery mechanism
to maintain lifetime. Finally, we also leverage the ubiquity of BLE on
commercial devices to enable in-field inspection and debugging, requiring
the discovery protocol to be compatible with standard BLE advertisements.

We select BLEnd, a state-of-the-art BLE discovery protocol, as it
delivers highly predictable performance and supports deployment-time
adaptation to trade-off discovery latency and energy use [JLMP17]. Off-
the-shelf BLEnd assumes an isolated network communicating only with
other BLEnd nodes and therefore exclusively sends standard unconnectable
BLE advertisements that it detects with periodic scans. With SociTrack, we
are also interested in supporting communication with consumer devices
(e.g. using smartphones for monitoring) and therefore opt for connectable
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advertisements. In addition to real-time remote debugging, we leverage this
gained connectivity to directly inform the sender of an advertisement of
neighbors and achieve simultaneous bi-directional discovery. This enables
us to halve the number of advertisements and reduce energy consumption
by up to 50 % compared to the original design while maintaining the same
discovery latency. We further incorporate empirical characteristics such as
radio start-up costs into the design to improve the efficacy of our discovery
optimization algorithm.

Cluster formation. Once nodes have discovered each other, they seek to
form (or join) a cluster. To bootstrap such a local network, two orphans
(i.e., nodes that have not yet joined a network) discovering each other will
form a cluster and elect the node with the higher ID as the leader. Discovery
advertisements are then updated to indicate an active cluster and include
the current cluster lead’s ID. If an orphan encounters an existing cluster, it
will join as a regular member even if it has a higher ID to avoid churn.

Steady-state operation. Figure 2.2 shows initial discovery, followed by
steady-state operation. During steady-state, the BLE radio continues to per-
form discovery to handle subsequent joins and departures. In addition, the
UWB radio begins to manage cluster operation. The leader disseminates
a schedule to all nodes, cluster members perform the scheduled ranging
events, and then the cluster handles potential membership changes.
Section 2.5 will examine ranging in detail, so it is sufficient to treat ranging
as a black box for now.

Our network design is inspired by Glossy [FZTS11], the current
state-of-the-art protocol for reliable multi-hop network communication
among mobile nodes. Glossy uses concurrent transmissions (CT) to reliably
synchronize and flood information through a network. Retransmission
timing is controlled directly by the reception of other packets, which
eliminates topology-dependent state and thus makes it well-suited to
highly mobile sensors. While Glossy was originally implemented on top
of IEEE 802.15.4, it has also been shown to work for both BLE [ANDL19]
and UWB [KPCD16] networks. We will encounter CT in all chapters of this
dissertation to provide reliable and topology-agnostic communication.

SociTrack employs flooding using Glossy on the UWB radio during the
Schedule and Contention phase, seen in Figure 2.2. In principle, only the
ranging strictly requires the higher energy radio. However, it is crucial that
the ranging events are precisely scheduled, and establishing an accurate
shared clock between the BLE and UWB radios would be non-trivial. More
importantly, UWB and BLE can exhibit different propagation in complex,
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indoor environments. Disseminating the schedule on the same radio used
for ranging ensures that all devices within ranging distance will be able to
perform measurements, even when lacking BLE connectivity.

Re-discovery. Because the UWB network is based on flooding and the BLE
network is point-to-point, they have different connectivity graphs. This
means that when a new node discovers a cluster via BLE, it must somehow
let the cluster lead know of its presence, even though it may not be in
direct range of the leader. To address this issue, the cluster lead schedules
a contention-access window in each UWB round during which new nodes
may flood requests. The same contention-based technique will also be used
in Chapter 3 to notify the cluster lead of discovered clusters. Naively, it
would be highly energy-expensive for an orphan node to continuously
listen on its UWB radio for a potential contention window. However,
because it was first initiated through BLE discovery, the consequent UWB
registration mechanism succeeds immediately.

Adaptive contention. Reactivity is essential for mobile networks, which
requires SociTrack to gracefully handle the case when many nodes appear
in a short interval. For example, during a merge operation, ranging is
effectively paused for nodes of the joining cluster until they are scheduled
in the new cluster. To mitigate substantial measurement gaps, the cluster
lead adjusts the contention duration depending on the count of join
requests in the previous round using multiplicative gains (by doubling,
maintaining, or halving the number of available contention slots). This
mechanism manages to quickly satisfy a spiking network demand, as seen
in our evaluation in Section 2.8.3.

Cluster interference. A ubiquitous problem in traditional WSNss is collision
avoidance between two active clusters, as nodes usually listen only
when scheduled to reduce energy consumption. SociTrack’s heterogeneous
radio architecture is uniquely suited to effortlessly detect and resolve
such a conflict. During steady-state, inter-network communication occurs
exclusively over UWB. The BLE subsystem meanwhile continuously
attempts to discover new nodes. When a cluster member discovers another
active cluster with a higher leader ID than its current cluster, it will attach
to the new cluster and start advertising it. Because this discovery occurs
out-of-band, we enable collision detection and cluster resolution without
influencing ongoing measurements. In Chapter 3, we will extend this
concept and introduce a cluster discovery mechanism that permits entire
clusters to join simultaneously, enabling even quicker merges.
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Detecting departures. In a multi-hop network, it is often the case that a
node is not in one-hop range of the leader. When flooding packets, all
nodes retransmit identical payloads concurrently, so it is impossible for
the leader to detect whether a specific node failed to participate during
schedule dissemination. During the ranging events (which are detailed in
the next section), packets do contain IDs; however, these packets cannot
be flooded as they are used for time of flight measurements, so the leader
cannot observe ranging packets of a node that is more than one hop away.
As a consequence, the leader cannot easily detect whether a node may
have left the cluster. For this reason, nodes are automatically dropped
from the schedule after a fixed number of rounds and must re-register in
a dedicated contention-access window (see Figure 2.2). Cluster members
can track their own network dwell time and proactively notify the leader
when they are close to expiration. If a former leader deschedules all its
members, it becomes an orphan again. On the other hand, when the leader
leaves the network, we avoid bootstrapping a new network from scratch by
promoting the second-highest node to automatically take over if too many
rounds have passed without receiving a schedule from the leader. However,
we will see in Chapter 3 and Chapter 5 that such a failover strategy cannot
maintain persistent communication for arbitrary node and link failures and
will improve autonomous resilience through explicit leader election and
the decentralization of cluster coordination.

External communication. BLE provides the unique advantage to permit
connections to many commercial devices such as laptops and smartphones.
We leverage this ability to disseminate measurements in real time for
deployment monitoring and in-situ remote debugging. Additionally, we
exploit the time-awareness of such devices to enrich our data with global
timestamps which a leader distributes inside the network to facilitate data
analysis.

2.5 Ranging Protocol Design

Pairwise ranges compose interactions, which makes their accurate and
efficient collection critical. Optimizing the performance of the UWB
channel for high-fidelity ranging is well-studied in prior work [KPCD16].
Instead, our protocol contributions focus on making collecting ranges effi-
cient in the absence of powered infrastructure nodes, reducing redundant
messages, and incorporating flexibility depending on available energy.



26 Chapter 2. Infrastructure-Free Tracking through Mobile Sensor Networks

Overview. The goal of the ranging protocol is to get an accurate estimate
of the time of flight (ToF) of radio packets between every pair of nodes
in a cluster. In the simplest case, one node starts a ranging event by
transmitting a request to which another node responds; based on the timing
of the response and its contents, the requester can estimate the ToF to the
responder.

Diversity improves ToF ranging. To reduce variance in ToF estimates, state-
of-the-art UWB ranging protocols [KPD15, KPCD16] employ diversity by
requesting on multiple physical channels. This diversity is achieved by
alternating between different transmit or receive antennas and switching
frequencies. In our implementation, each node has three antennas with
a polarization offset of 120° and can select from three non-overlapping
frequency channels, offering up to 3 X 3 X 3 = 27 individual measure-
ments. These measurements are converted to a single range estimate
by taking a system-dependent percentile out of the samples, generating
a result that is both accurate and precise [KPCD16]. Note that while
the requester transmits a series of packets, the corresponding reception
energy consumption is much higher at responders. This asymmetric
energy cost during a ranging event is one of the peculiarities of UWB as
mentioned in Section 2.4.1. Traditional infrastructure-based designs exploit
this asymmetry by offloading responding to powered “anchor” devices. As
all SociTrack nodes are identical, any combination of devices must be able
to perform ranging. They therefore act as hybrids, each rotating through
both requester and responder responsibilities.

Broadcasts enable scale. For infrastructure-based systems with fixed “an-
chors”, mobile nodes need only range with known reference points to
establish their position. Because we assume all nodes are mobile, the
relative position to a subset of nodes is insufficient to obtain a full pairwise
interaction graph. To ensure coverage, all nodes must therefore range with
one another. In a straight-forward unicast design, a cluster with n nodes
will require O(n?) packets to capture all pairwise ranges which would
not scale efficiently. Instead, in SociTrack, both requests and responses
are sent as broadcasts, which requires only O(n) messages. In contrast to
previous approaches in which all nodes immediately respond to a request,
we achieve linear complexity by sending aggregated batch responses after
all requests have been transmitted. Notice that this is only possible because
we apply network-wide scheduling of all packets.
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Ranging pyramid. A range is a symmetric measure: for every pair, only
one node needs to request while the other responds. We leverage this
insight to reduce energy consumption by an additional 50 %. The very first
hybrid acts as the requester for all pairs, so it can sleep during all other
request transmissions. Consequently, it must listen at the end when all
others send their responses. The last hybrid scheduled for requests will
be the responder for all pairs, so it must listen to all requests, but can
sleep immediately after sending its response. Through this reversing of
the scheduling order of hybrid nodes for the responses, we balance energy
consumption across the network. This results in a “pyramid schedule” as
shown in Figure 2.3. Using our system model introduced in Section 2.6, we
find this protocol increases the lifetime of a network of 10 nodes ranging
at 1Hz by up to 102 % compared to the state-of-the-art [KPCD16].

Beyond hybrids. In some deployments, full pairwise connectivity may
not be required. For example, if infrastructure nodes (“anchors”) can be
deployed, they do not need to range with one another. Instead, such a
resource-rich node can act as an exclusive responder, enabling other nodes
to range with them at minimal cost and offloading listening costs to mains-
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powered devices. Similarly, if some nodes are severely energy-limited, they
may act as exclusive requesters, sending requests, but never responding.

2.6 Supporting the Design Space

Previously, we considered the system design from the bottom up, identify-
ing and addressing the key technical challenges. Now, we take a top-down
view and consider the axes available to researchers who use SociTrack as
a platform for their studies. In our discussions with stakeholders and a
literature review [HKPD14, SVB*11], we identify four key dimensions that
drive experimental design:

+ Temporal fidelity: How quickly is a new interaction discovered,
how long must it last to be detected, and what is the corresponding
sampling rate of distance measurements? Ranges from sub-second to
several minutes.

- Ranging quality: How accurate and precise do the distance measure-
ments between cohort members have to be? Ranges from decimeter to
room-level.

+ Deployability: How bulky are the sensors, where can they be worn, and
how long must their battery last? Ranges from infants to adults, and from
hours to a month or more.

« Usability: How do we monitor the system’s health and data, and how do
we recover the data? Ranges from paid staff on-site to remote access only.

The next step is to identify how to parameterize SociTrack to expose the
desired experimental dimensions, thereby enabling platform adaptation
and design exploration. As hardware capabilities are fixed, we cater to
deployability constraints (Cppproy) and usability considerations from the
start and ensure that restrictive SWaP goals and remote accessibility
demands are met. We find that through four configuration mechanisms,
we can provide the needed experimental design controls:

« BLE parameters: Dictate discovery latency. This drives quick network
joins and cluster resolution time, at a trade-off with an increased energy
use and corresponding lifetime.

« UWB update interval: Controls ranging sampling rate, maximal net-
work size, and energy use.
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Figure 2.4: SociTrack’s compact size makes it easily wearable for all age groups.
It further reduces the awareness of being under observation, as it can be hidden
underneath clothing. A plastic case shields the board and battery from external
influences.

« Diversity sampling: Configures how many antennas and frequency
channels are used for each range sample, which affects sampling rate,
ranging quality, and energy use.

« Maximum network size: Bounds the sampling rate and impacts system
lifetime, as the duration of an update increases linearly with the network
size.

Bridging top-down and bottom-up. Mapping experimental design con-
straints to a selection of parameters can be challenging and hard to
estimate, especially for non-experts. Furthermore, parameter interactions
can be subtle. For example, less diversity requires fewer samples per range
event which leads to shorter rounds, increases the maximal sampling rate
and network size, and reduces energy consumption—but all at the expense
of ranging quality.

Therefore, we support pre-deployment exploration of the design space
through simulation. For this, we characterize our system using detailed
ranging, power, and timing measurements. The resulting open-sourced
system model allows scientists to validate system capabilities and tune
parameters in advance, as we will demonstrate in Section 2.8.3. This
reduces deployment risks, eases adoption, and promotes time-efficient
exploration of novel applications in a diverse set of environments. For
experimenters, SociTrack shifts trade-off decisions from design-time to
deployment-time.
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2.7 Implementation

We implement the proposed dual-radio architecture, which consists of BLE
and UWB subsystems, on a custom printed circuit board (PCB) shown in
Figure 2.4. The BLE subsystem uses the Nordic Semiconductor nRF52840
as a combination of BLE radio and discovery management microcontroller
unit (MCU) and adds a separate real-time clock (RTC) for timestamping, an
SD card for permanent storage, and an accelerometer for activity detection.
The UWB subsystem employs an STMicroelectronics STM32F091CC MCU
as a ranging controller and DecaWave’s DW1000 UWB radio.

Figures of merit. As one of our motivating applications includes instrument-
ing infants, we pay particular attention to the size, weight, and safety of
our implementation. The PCB measures 61 X 35 mm and weighs 7.7 g. We
pair this with a 2000 mAh battery, weighing 34.1 g, and package both in a
custom-built, 3D-printed case. This results in a compact, portable system
that measures 67 X 48 X 19 mm with a weight of 59.8 g.The realized tracker
is small enough to be worn on the wrist, on a lanyard around the neck, on a
running belt, or inside a shirt or pants pocket. Infants can easily carry them
in the front pocket of a specialized vest, as is common for such experiments.
Data collection occurs via an SD card as well as remotely by collecting the
data in real-time through BLE advertisements sent by the tracker, which
can be visualized or forwarded by a smartphone.

Deployment considerations. As SociTrack is designed to be deployed by
non-experts in real-world settings, we provide multiple mechanisms for
deployment assistance. Each node can be easily monitored visually via two
RGB status LEDs that display the states of the BLE and UWB subsystems
separately. For more in-depth monitoring and debugging, a BLE interface
exposes characteristics which can be interacted with using a smartphone
app for Android and iOS as well as JavaScript applications that we built
and provide to researchers. The interface further enables experimenters to
configure the device on the fly and adjust parameters without requiring
direct physical access to hardware in a running experiment, as well as
in situ data aggregation and verification.

Research artifacts. All hard- and software artifacts for SociTrack are open
source and available on GitHub [BCKP20]. In addition, we provide both our
modified version of BLEnd (as described in Section 2.4.2) and a detailed sys-
tem model (see Section 2.6). The platform is actively used by collaborators
for longitudinal research on caregiver-infant interactions [SPH*22].
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Figure 2.5: Comparing both the average duration and distance, we observe that
Individual 1 encounters distinctly longer interactions over a shorter distance with
both Individuals 3 and 4. Ground truth diaries confirm that the pair sat together to
meet. All other interactions occur in the hallway with significantly larger distances
and briefer duration. Notice that interactions are detected reciprocally (blue and
orange bar), suggesting high measurement reliability.

2.8 Evaluation

To demonstrate the efficacy of our system, we test SociTrack in both
controlled experiments and real-world deployments. We first validate the
overall functionality of the platform using three of the application sce-
narios discussed in Section 2.3. Thereafter, we evaluate the measurement
fidelity at varying ranges and show that we achieve decimeter ranging
accuracy by leveraging a combination of antenna and frequency diversity.
We then demonstrate through simulations using our system model that
the system can be easily adapted to diverse scenarios and that our protocol
enhancements significantly reduce join latency and message complexity
compared to the state-of-the-art. Finally, we investigate SociTrack’s de-
ployability and environmental influences on the measurements.

2.8.1 Validating the Deployment Scenarios

Office interactions. To validate the platform with different groups of people,
we first conduct experiments with 4 participants over a period of 10 hours,
covering a complete working day. During this period, the platform proves
to be reliable for data collection. Despite the significant movement of up
to 10 people inside a busy open-plan office space spanning 15 m, nodes on
average receive 96.1 % of all schedules and accomplish 85.7 % of rangings.
Throughout the day, the system automatically identifies 81 interactions
between the four individuals. Figure 2.5 shows that pairwise relations vary
significantly in both average duration and average distance. In particular,



32 Chapter 2. Infrastructure-Free Tracking through Mobile Sensor Networks

(O]

o

o
1

N
o
o

w
o
o

200

100

Range estimates [cm]

00 50 100 150 200 250

Time [s]

Figure 2.6: (1) A toddler is initially playing on his own while his caregiver is sitting
in the corner of the room. (2) As soon as the infant spots a stranger entering,
he quickly seeks comfort in the caregiver’s proximity. Once the toddler realizes
that the stranger and caregiver are on friendly terms, (3) he hesitantly greets the
unknown person. (4) The infant then explores the room. As soon as the stranger
tries to interact with him and join the play, (5) the toddler once again retreats to
the caregiver. After having been comforted, (6) the infant accepts the stranger and
continues exploring.

two of the combinations involving Individual 1 show distinctly closer
physical relations over a considerably longer period of time. Leveraging
our ability to globally timestamp data via synchronization over BLE using
smartphones, we correlate the data with a manual log. This enables us
to deduce that these pairs correspond to two meetings, during which
the individuals were seated. Note that all interactions are automatically
detected during post-processing of the data and result in detailed spatial
and temporal data which can be further investigated by social scientists.
While we only display interactions closer than 250 cm here, the analysis can
be extended to include multiple, fine-grained proximity zones [WDTB"05].
By comparison, a proximity-based system cannot support such post-hoc
distance-dependent analysis.

Family dynamics. To evaluate the efficacy of SociTrack for social scientists,
we give nodes to partners in developmental psychology. They deploy them
to execute the “Strange situation” procedure [AB70], which observes the
attachment relationships of an infant and their caregiver. Based on how
the infant reacts to unexpected disturbance, activity is categorized into one
of four behavioral patterns. For this experiment, a toddler (wearing the
node in a small vest) and their father (with the node in his pants pocket)
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Figure 2.7: We examine the error of moving nodes through low- and high-speed
experiments, with a SociTrack device attached to a model train and to a slot car
respectively. Error and speed are presented as a moving average over 10 seconds.

are placed in a room where scientists can observe the infant’s reaction to
an unknown person entering it. Figure 2.6 shows the data from SociTrack
measurements, which match the results from visual observation through
domain experts. Here, the infant fits the secure pattern, happily exploring
the room on his own and retreating to the caregiver as a “secure base” in
times of distress. While previously only possible in instrumented rooms,
SociTrack permits such experiments in the wild.

Sports tracking. We are also motivated to support applications such as
sports analysis where high-speed tracking and up-to-date network man-
agement are essential. We will later in this section show that the combina-
tion of multiple frequency channels and antennas allows us to achieve sub-
decimeter range measurements in stationary environments. As SociTrack
performs 30 different range measurements, the estimates are gathered over
a duration of 60 ms and are essentially smeared across a node’s vector of
motion, potentially impeding the tracking performance of fast objects.

To investigate the effect of motion on system accuracy, we design a
controlled motion rig that allows the evaluation of measurement accuracy
at different speeds and compare it against ground truth of an optical
tracking system. We explore two scenarios in Figure 2.7: a device attached
to a model train and one attached to a slot car, both traveling around
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Figure 2.8: The bottom plot displays the view of node A1 which correctly discovers
the approach of a new cluster of nodes and merges both clusters. When lacking
discovery, clusters heavily interfere: In the top plot, two clusters without this
feature repeat the exact same experiment. While they are outside each other’s
range, they successfully collect pairwise data. Once the two clusters come closer,

they start to interfere with each other and observe severely impeded (cluster A) or
completely blocked (cluster B) measurements.

elliptical tracks. We find that the presence of movement, regardless of
speed, introduces an average error of about 50 cm. Despite speeds matching
a jogging human at 10 km/h (2.8 m/s), SociTrack provides stable results.

To investigate the impact of our network management scheme, we
compare a version of SociTrack that mimics traditional single-radio designs
(network management feature disabled) with our dual-radio architecture
in Figure 2.8. For this, two clusters (A and B) of two subjects each
approach one another, briefly chat, and then separate again. We observe
that SociTrack successfully detects and quickly merges two clusters well
before the four subjects are within interaction distance. Furthermore, we
also find that without our interference-avoiding discovery feature, ranging
would be severely impeded. Indeed, collected measurement data would not
only miss interactions between different clusters; due to the interfering
schedules of the two clusters which result in jammed communication,
intra-cluster interactions would be lost as well.
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2.8.2 Characterizing Measurement Fidelity

Next, we analyze whether our system delivers the required measurement
fidelity. To begin, we analyze the gain of our ranging protocol, which
combines 30 range measurements using antenna and frequency diversity,
compared to a single estimate. We gather 34,680 estimates over a distance
of 3m in a static indoor line-of-sight setting. In Figure 2.9, we observe
that each physical channel is precise, with an average empirical 90 %
confidence interval of 14.7cm. However, medians exhibit an average
error of 30.2cm. Aggregating the 30 range measurements by taking the
30th percentile of the distance estimates reduces the overall interval to
11.9 cm and the median error to 9.3 cm. Analyzing combinations of antenna
and frequencies over various ranges, we find that average precision is
boosted by more than 19 % from antenna diversity, while average accuracy
increases by up to 66 % using multiple frequency channels.

A second experiment investigates whether distance impacts accuracy.
For this, we conduct stationary measurements over four distances (3, 6, 9,
and 12m) as shown in Figure 2.9. We gather more than 30,000 ranges per
distance. While the number of raw outliers slightly increases with distance,
we see that the aggregation of measurements improves the empirical 90 %
confidence interval by at least 82.1 % when compared to raw ranges and
reduces the 95th percentile error by at least 79.7 %. Aggregating channel
measurements cuts off the long tail of the distribution of range estimates.

Throughout our experiments, UWB offers excellent connectivity in-
doors, operating in a cluttered, multipath-rich environment as well as
through walls and objects. SociTrack achieves a maximal line-of-sight
range of 64 m outdoors and at least 50 m in our longest indoor hallway.
The BLE radio communicates up to 28 m, which ensures room-level dis-
covery. With its shorter range, BLE discovery inherently averts accidental
triggering while UWB is out of range. Note that after initial discovery, the
system’s effective measurement distance is only limited by the UWB range.

2.8.3 Exploring the Parameter Space

Finally, we leverage our detailed system model to investigate the deploy-
ment parameters of the protocol, discussed in Section 2.6, to predict system
lifetime. Figure 2.10 shows that small networks of a few nodes can exceed
a week of operation and that larger networks, such as school classes, can
attain over two days of constant ranging.

We find that energy usage depends on the modes of exclusive requester,
exclusive responder, and hybrid as introduced in Section 2.5, while the
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Figure 2.10: While small networks support more than one week of operation with an update interval of 2 s, even large networks of
more than 30 nodes endure for multiple days (left). The update interval offers scientists the ability to adjust the expected lifetime and
run experiments for up to nearly two weeks for a network of two nodes (middle). Decreasing diversity can further boost deployment
duration by almost two days for two nodes with an update interval of 2 s, but trades off accuracy and precision, which decrease by
up to 237 % and 24 % respectively (right).
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Figure 2.11: SociTrack automatically adjusts contention slots when a group of
nodes joins the network and handles 30 instantaneously appearing nodes within
maximally 5 rounds (left). In contrast, SurePoint requires 6 X longer. We further
see that SociTrack realizes a 3.6 X reduction in message complexity compared to
the state-of-the-art ranging protocol for such a network of 30 nodes (right).

overhead of cluster management is negligible. As exclusive requesters
primarily send packets, they can largely avoid listening for packets; notice
however the drop in lifetime for networks exceeding 10 nodes due to packet
length limitations of UWB, which requires a split of response broadcasts
and prolongs listening. On the other hand, exclusive responders listen for
all requests, drawing 435 mW while doing so. As a fusion of requester
and responder, hybrids would naively require their combined energy costs;
exploiting our scheduling scheme shown in Figure 2.3, we can significantly
reduce these costs and achieve infrastructure-free operation.

Scalability. Figure 2.11 demonstrates the effectiveness of the protocol’s
dynamic contention adjustment. Compared to SurePoint [KPCD16], Soci-
Track can quickly handle the simultaneous appearance of large groups,
such as when students arrive for a class. Furthermore, we observe that the
join latency difference between nodes is reduced by 88 %. When comparing
message complexity, we find that SociTrack outperforms SurePoint as well
as a naive, pairwise ranging implementation without broadcasts [KPD15]
by a factor of 3.6 X and 73.6 X respectively for a network of 30 nodes.

2.8.4 Investigating System Deployability

Directionality. Systems that rely on ultrasound for TDoA measurements,
like Opo [HKPD14] and iBadge [CMY'02], are limited by the field of
view of their ranging sensor. They require near face-to-face orientation to
detect interactions and acquire ranges. While the UWB antennas used by
SociTrack have a significantly more omnidirectional radiation pattern than
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Figure 2.12: To explore the effect of the angle of arrival on performance, we
position one device at the center of a 1 m semicircle, and place another at the
edge at predefined angles. We perform 120 ranges at each orientation and find
that the mean, 25th, and 75th percentiles fall below one decimeter of error for
all orientations. Experimental deployments can therefore likely ignore device
orientation.

ultrasonic frontends (e.g., Opo reports a detection angle of 60°), they still
exhibit poles of decreased performance. Figure 2.12 shows that orientation
contributes negligible error and hence is not a deployment concern for
SociTrack.

Some applications may desire orientation data, which can be challeng-
ing to obtain with radio frontends. The Sociometric badge [WAO"11],
nominally just an RSSI-based proximity tracker, adds infrared (IR)
transceivers to detect when proximate cohort members are facing one
another. A similar orientation detector could easily extend SociTrack, but
is out of scope for this work.

NLOS from human bodies. The human body is a well-known attenuator,
which might reduce the effective range or fidelity in crowded environ-
ments. While we did not observe any sustained connectivity losses in
our deployments, we also explore the possible impact of through-body
transmission by placing two nodes 5m apart and then having additional
volunteers stand directly in the line-of-sight path. When the first individual
steps in, the variance in range estimates increases insignificantly. When
the second individual steps in, the range estimation error occasionally
spikes to around 4 m, which likely indicates that ranges are being recovered
from a non-line-of-sight (NLOS) reflection. These measurement spikes
can however be effectively eliminated in post-processing through median
filtering with filter widths of 3-5 samples.
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Figure 2.13: Compared to the ground truth at the start, we find that the blocked
line-of-sight through one (after 140s) or two (after 260s) people leads to an
overestimate of the physical distance.

Next, we investigate whether the distance estimation is still being
correctly represented if people are sitting with their backs to each other,
a common situation encountered in office spaces and public transport.
For this, we position two subjects 2m apart with devices attached to
their chests and compare the data gathered with them either facing each
other, them setting behind each other, or with their backs to each other.
We find that in all three cases, the measurements are stable over time.
We observe that distance estimates slightly increase, possibly due to the
decreased propagation speed of radio signals in tissue, which can be as
much as 8 times slower for muscles [VZA*18]. The presence of a single
person between nodes results in an average overestimation of 19 cm, which
increases to 46 cm for two people as shown in Figure 2.13.

Future work could utilize recent advances in UWB connectivity
graphs [DFPA*17] and ML-based UWB channel analysis [MGWW10,
7ZLW18, SH18, BEGNMC19, GRS™17] to automatically detect NLOS con-
ditions and correct errors with ranges from other links. In addition to
UWB ranging, one could augment the distance estimations with traditional,
coarse-grained BLE RSSI data that is gathered through the periodic BLE
advertisements in case the primary ranging system should fail.

2.9 Discussion

SociTrack is a first-of-its-kind platform. Next, we consider potential
extensions and place our contributions in a broader context. We close with



2.9. Discussion 41

a look at how future systems might leverage SociTrack’s insights and the
impact potential of the availability of high-fidelity interaction tracking,.

2.9.1 External Adoption Experiences

We find during our collaboration with partners in psychology [SPH*22]
that seemingly minor features, unrelated to the core sensor design, can
significantly improve SociTrack’s efficacy for non-technical users in the
field. For example, at a small scale, unscrewing cases to remove boards
for charging is feasible, but when deployed in the homes of volunteers
unaffiliated with the research team, it is undesirable. While splash-resistant
charging ports exist, we have included wireless charging for the future
generation of sensors. New chips make the implementation of such
technology near-turnkey, and a port-free case design significantly reduces
potential vulnerabilities of devices in the wild, particularly for small-scale
research prototypes. Similarly, initial designs included a switch to disable
the sensors while not in use. In practice, this introduced the risk that end-
users would accidentally disable measurements during a study. The less
error-prone solution for real-world deployments is to use an RTC that
allows study administrators to filter for times of interest (e.g., shutting
down at night or exclusively sensing during work days).

Finally, to support deployments, we designed and tested feature-rich
wireless debugging and system monitoring through BLE connections.
While this was useful for testing with the research team, when deployed
on volunteers, our “backup debugging” of color-coded LEDs has proven to
be much more practically relevant—it is easier for non-technical users to
verify that the sensor is “all green” or to report an “orange flashing” than to
manage a companion smartphone application. Encapsulating meaningful
state into easily identifiable colors and patterns is hence critical to facilitate
user feedback. We have implemented and extended these features in a
future hardware iteration in combination with acoustic feedback.

2.9.2 Benefits of the Dual-radio Architecture

Enabling infrastructure-free ranging. While reliable (ToF) ranging used to be
along-standing unanswered problem for mobile systems, UWB radios offer
a practical solution to many real-world problems. However, due to their
high energy consumption if used as a stand-alone system, the technology
was not applicable to wearable systems without relying on externally
powered infrastructure. Our addition of a separate discovery radio enables
long deployments for low-power systems in a wearable form factor.
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Integrating network de-fragmentation. While network bootstrapping is a
part of almost any low-power network protocol, the fragmentation of
networks due to mobile nodes most often remains an open issue. As nodes
avoid idle listening for energy efficiency and only enable their radios at
precisely synchronized points in time, progressive network decomposition
into clusters and the resulting undetected self-interference is unavoidable
in the face of node mobility. In practice, many protocols do not address
de-fragmentation and will continue to create additional, smaller clusters
throughout a deployment. In addition to increasing self-interference over
time, this separation restricts members of these clusters to interact with
the few nodes they know. This chapter demonstrates that a dual-radio
architecture provides a solution that enables the detection and resolution of
such clusters without interfering with regular operation or compromising
core measurement fidelity.

Handling mobility. Supporting both range-based interaction tracking with
high node mobility and complete autonomy (i.e. infrastructure-free de-
ployments) requires solving four distinct problems. First, the severe energy
restrictions demand a design that limits the use of UWB, a task we solve
through a complementary discovery mechanism over BLE. Second, nodes
cannot rely on the presence of fixed anchors, thus they must act as hybrids
that send both requests and responses to ensure successful ranging. Third,
a highly dynamic network structure requires topology-independent multi-
hop communication, which we provide using a CT-based protocol. Fourth,
wide-area mobility leads to network partitioning over time and requires
continuous neighbor discovery as well as an efficient de-fragmentation
mechanism, which is enabled by the non-interfering, independent dual-
radio architecture. Only with each one of these four solutions are we able
to build a mobile system that supports infrastructure-free high-fidelity
ranging in real-world settings.

2.9.3 Looking Forward

Evolving hardware. Today, SociTrack relies on custom hardware as UWB
radios are not ubiquitously available. This is quickly changing, as new
smartphones and wearables include UWB to support location attestation
features such as user authentication to devices and spaces. Indeed, Apple’s
iPhone 11 contains a UWB radio with three antennas [iFi20] and could
support our diversity ranging scheme out-of-the-box. As systems with
heterogeneous radios become more common, low-cost, large-scale deploy-
ments of SociTrack could be started through a simple iOS software update.
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Evolving interrogatives. Lacking sub-meter resolution, it would be impossi-
ble for behavioral analysis to identify the immediate reactions of the infant
in Figure 2.6 and automatically distinguish between an infant seeking close
contact for comfort or playing happily near their caregiver. SociTrack
enables us to detect even detailed movement such as when the infant
briefly turns away from the caregiver to scan the environment (visible
as brief peaks). The ability to collect high-fidelity interaction data in situ
fundamentally changes the research capacity of social scientists and paves
the way for them to investigate questions with unprecedented detail.

Evolving societal needs. In the face of a worldwide health crisis, effective
and actionable interaction information is critical. One of the key techniques
for mitigating disease spread is limiting contact through social distancing.
As SARS-CoV-2 containment failed in early 2020, governments directed
people to stay 1 m,' 1.5m,? or 2 m® apart in an effort to reduce the infection
rate. The rationale behind this discrepancy is unclear; it turns out that
many administrative healthcare policies are backed by surprisingly little
evidence [SPDG*20, fDPC19], and as a result, inconsistent policies are
common [CSM13, CAD"20].

Scientists need tools that enable them to collect representative data in
real-world settings to better understand behavior. Such data provides the
foundation for fact-based public policies. While both government agencies
and private companies are developing smartphone applications for contact
tracing [App20, Goo20], these technical means to detect and limit the
spread after infections have already occurred must be accompanied by
controlled scientific experiments to study precautionary measures that can
prevent them. Our hope is that SociTrack can act as research-enabling
research and serve as a platform to address urgent questions in social
science and beyond.

2.10 Summary

This chapter demonstrates that it is possible to capture pairwise interaction
data in situ with sub-meter accuracy and sub-second sampling. It identifies
four pillars that make up a measurement system that meets the needs of

IWHO [Wor20], European Union [Eur20], France [Phi20]
2 Australia [Aus20], Netherlands [Nat20], Switzerland [Fed20b], Germany [Fed20a]
3United States [Cen20], United Kingdom [Pub20b], Canada [Pub20a], India [Min20]
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real-world longitudinal studies for social scientists: it must collect high-
fidelity samples—sub-meter, sub-second ranging data—, it cannot rely on
supporting infrastructure, it must be robust to participant mobility, and it
cannot restrict how and where participants wear measurement devices. We
show that constraining a platform to any single communication technology
requires sacrificing at least one of these pillars. We then demonstrate
that a novel, heterogeneous BLE and UWB radio architecture can succeed
in satisfying all system requirements. As we will see in Chapter 4, the
combination of two radio modulations can be used to similar effect and also
enable the autonomous formation of a network. Our experiments illustrate
that the ubiquitous use of broadcast packets reduces message complexity
for pairwise ranging from quadratic to linear in the number of nodes, and
that in concert with careful scheduling, this enables scalable, long-term
deployments.

SociTrack is the first system to enable autonomous tracking based on
UWSB, a feat that was previously exclusively reserved for infrastructure-
based systems. Furthermore, it already introduces continuous neighbor
discovery as an essential service in parallel to networked communication.
However, we will show in Chapter 3 and Chapter 5 that its centralized
scheduling does not provide persistent networking in the face of node
and link failures. When deploying SociTrack, we observed that a network
split can cause a leader-less cluster to stop sensing until orphans could
re-discover each other individually after prolonged periods of time, which
significantly impacted its tracking reliability for highly mobile nodes. To
improve the reactivity to changing conditions, we therefore explore in the
next Chapter 3 how we can boost autonomous resilience by improving
the protocol’s performance when facing network splits and joins through
cluster-wide coordination and discovery.



Robust Orchestration for
Autonomous Networking

While specialized WSN protocols perform well in the setting they were
designed for, they often lack the ability to quickly adapt once operating
conditions change drastically. Chapter 2 has shown how a dual-radio
architecture can be employed to enable autonomous formation and prevent
network fragmentation after a change in the topology. However, the hard-
ware costs and complexity of using two radios renders this platform costly
for most application scenarios; while separation in hardware simplifies
the parallelization of continuous discovery and cluster coordination, most
systems do not offer such diversity. In addition, as cluster discovery and
coordination are entirely separated, nodes are slow to find and merge entire
clusters, which delays adaptivity. More generally, the resilience to node and
link failures is of particular importance when considering the robustness
of network orchestration, as clusters of nodes that lost their leader or split
apart need to re-organize and find each other again. As we will also see
in Chapter 5, a centralized scheduler like the one in Chapter 2 is prone to
intermittent communication when suffering from such failures. However,
for a network of mobile nodes that is expected to frequently split and rejoin,
network orchestration should be able to quickly adjust to new conditions.

With Demos, we present a low-power wireless protocol that ensures
robust network orchestration despite node and link failures by intertwining
cluster coordination and cluster discovery. Demos rapidly finds consensus

This chapter is based on [BZT23] and [BDFK23a].
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on leadership even if the set of nodes fluctuates by introducing new election
quorums. In addition, a novel cluster-wide discovery scheme enables
autonomous clusters to merge on the fly and maximize network coverage.
Experiments with controlled mobility on a multi-hop network of 24 nodes
demonstrate that Demos maintains reliable data exchange despite severe
disruptions and adapts to changes within seconds. We further find that
Demos’ ability to continuously coordinate and discover achieves highly
robust orchestration of fully autonomous clusters.

3.1 Introduction

While many traditional WSNs rely on static nodes and external infra-
structure such as central data sinks, a rapidly growing class of applications
features mobile nodes and autonomous operation. Examples that are of
particular societal and industrial importance range from human sens-
ing [ILM*21, RL22] to multi-agent systems [HYM16, LSD*20]. Advances
in re-configurable hardware [ADY*19], flexible physical layers [BGS*22],
and data-driven media access [GLG"21, PL21, ZJGD22] provide the nec-
essary robustness and adaptivity for such applications on the link layer.
However, current network-layer solutions still fall short of these emerging
requirements.

Problem. Imagine a swarm of drones in a search-and-rescue scenario.
The swarm requires continuous coordination and data exchange among
drones over a wireless multi-hop network, for example, to jointly lo-
calize human victims [CXC"19, WTJ09, WH11] or to safely navigate
complex spaces [GET22, LSD*20, MBH*22]. During a search-and-rescue
mission, the network may split into multiple clusters voluntarily (e.g.,
when multiple areas of interest are identified) or unexpectedly (e.g.,
due to sudden non-line-of-sight conditions). Using current network-layer
solutions, such a network split would result in a loss of coordination
for a subset of drones [DWVT14, FZMT13, ITMP18, PANL19, YNB*22]
or render the drones unable to reconnect and merge into one complete
network [MZL*18, MZL*20, MBTZ22], thus endangering mission success.

The root of this problem is that nearly all existing network-layer
solutions orchestrate the nodes in a centralized fashion. Within a cluster
of connected nodes, which may comprise all or only a subset of the
nodes in a network, a coordinator computes and distributes information to
synchronize the nodes and instruct them on when each may communicate.
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In case the coordinator becomes unavailable, orchestration is halted and
the data exchange breaks down. While such a disruption may be caused by
node mobility [ILM*21, RL22], static clusters also frequently suffer from
unexpected disturbances due to node or link failures [ABC*20, WCPC18].
Despite its relevance, current network-layer solutions [FZMT13, [TMP18,
MZL*18, MZL*20, PANL19, YNB*22] cannot quickly and safely appoint
a new coordinator after arbitrary node and link failures. While recent
distributed synchronization protocols in principle enable nodes to continue
exchanging data after a network splits into clusters, they provide no means
for these clusters to discover each other and merge [FZMT12, MBTZ22].
For robust orchestration despite arbitrary node and link failures,
a network-layer protocol needs to be able to (i) accurately identify
nodes and their traffic demands in a cluster, (ii) maintain reliable multi-
hop communication in the face of frequent network topology changes,
and (iii) discover and merge with other clusters. These abilities enable
autonomous networking as required by emerging applications.

Contribution. We present Demos, the first low-power wireless protocol
that provides robust network orchestration for autonomous multi-hop
networking. Demos features a novel consensus mechanism to reliably
determine a cluster coordinator and to ensure that cluster information
remains up-to-date at all times. By minimizing network state and temporal
dependencies, Demos swiftly adapts its data exchange and instantly reacts
when the network topology changes. Key to this robustness is Demos’
ability to preserve orchestration in case the current coordinator becomes
unavailable based on newly introduced election quorums. Combined with
a novel cluster discovery scheme, nodes always remain in exchange
with connected nodes and quickly merge clusters to maximize coverage.
By building on concurrent transmissions (CT) [FZTS11, LFZ13], Demos
propagates information reliably while being agnostic to the underlying
network topology. This flexibility enables the protocol to inherently
support frequent network fluctuations and high node mobility.
This chapter makes the following major contributions:

« We introduce Demos, the first low-power wireless protocol that
achieves robust network orchestration despite arbitrary node and
link failures.

« We propose novel methods for cluster coordination and discovery,
enabling autonomous clusters that can dynamically split and merge
to increase network coverage.
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« We provide an open-source implementation of Demos and demon-
strate its ability to robustly orchestrate nodes under challenging
conditions in real-world experiments.

Based on the application and protocol requirements given in Section 3.2,
we present an overview of Demos in Section 3.3. We describe the protocol
in more detail in Section 3.4 and provide a formal analysis in Section 3.5.
In Section 3.6, we test Demos in various mobility and failure scenarios
and demonstrate its ability to adapt on the spot and ensure maximal
connectivity.

3.2 Motivation and Challenges

We first discuss the application requirements, deduce prerequisites for
robust network orchestration, and then identify the challenges we need
to overcome in the design of Demos.

3.2.1 Application and Protocol Requirements

Application  requirements. Autonomous  systems typically feature
different traffic categories (e.g., control, coordination, and application
data) [HYM16]. As each category differs in bandwidth and temporal
resolution, the application must be able to specify and adapt its traffic
demands. Especially in multi-agent systems, reliable real-time traffic
is indispensable, with requirements changing over time depending on
the developing scenario (e.g., switching from searching for a victim to
streaming video feeds after localization [HYM16]).

To support mobile networks such as drone swarms, consistently
maintaining connectivity such that no node remains isolated is
paramount [WTJ09, WH11] and should be temporally and spatially robust.
However, due to large coverage areas and precarious environments, multi-
hop communication is often a must [HYM16] and needs to cope with a
dynamic topology [LBL*21].

Most crucial, however, is the ability of nodes to self-organize into an au-
tonomous network by detecting nearby nodes and establishing communi-
cation. Nodes may frequently encounter network fluctuations [WH11] and
seek to dynamically exchange information whenever possible [WTJ09].

Protocol requirements. From the preceding application requirements, we
deduce the following requirements for a suitable network-layer protocol.
To cater to strict and challenging traffic demands, communication should
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be scheduled to prevent contention and ensure efficient use of the restricted
bandwidth [DWVT14]. Reliable scheduling requires the collection of traffic
demand from the currently participating nodes and uniquely assigning
time slots to avoid packet collisions.

To cope with time-varying communication links, network orchestra-
tion should have minimal dependence on the current topology. As a
consequence, the protocol should be sufficiently robust to ensure that the
exchange of data is preserved despite unexpected node and link failures.

Lastly, to autonomously and rapidly coordinate communication with-
out potentially making interfering decisions, each cluster should choose
a unique cluster coordinator. The election of a coordinator must fulfill
agreement (i.e., all connected nodes elect the same node), termination
(i.e., if there are valid candidates, one must eventually be elected),
validity (i.e., the elected node must be part of the cluster), and stability
(i.e., a new coordinator is only elected if the previous one has become
unavailable) [AKNR13, CRW11].

3.2.2 Challenges

For a protocol design that must autonomously schedule traffic, support
reliable multi-hop networking, and robustly orchestrate a network despite
arbitrary node and link failures as outlined above, Demos has

(i) to elect a coordinator in a network of unknown size,
(ii) to preserve communication when a cluster splits away,
(iii) to continuously discover other nearby clusters, and
(iv) to merge clusters and maximize network coverage.

Next, we investigate each of these challenges in more detail.

Election of cluster coordinator. Most leader election algorithms rely on
knowing the exact network size [SPZE20] and only consider it as a
start-up problem [ANDL17a] or after long periods of inactivity (e.g.
2min [FZMT12]). However, our application continuously requires elec-
tions because node and link failures may cause a leader to suddenly
disappear. For stability, elections must only occur if the current coordinator
is unavailable and depend on votes from an unknown set of nodes, with the
result required to be unique for agreement.

Network split. Two clusters that separated could continue to use the same
schedule. For at least one cluster, however, the coordinator is no longer
available. So far, protocols then usually fall back to bootstrapping before
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restarting from scratch [FZMT12]. Instead, the remaining nodes may
swiftly initiate an election and establish the new traffic demand.

Cluster discovery. After re-establishing cluster coordination, clusters may
operate independently. However, such separations lead to a gradual
decay into highly fractured patches of limited individual coverage. To
recombine, a secondary radio could be used in parallel [BJT20, ILM*21]
to continuously look for other clusters in the vicinity without affecting
the data exchange on the primary radio. To avoid such an increase in
complexity and costs, a holistic protocol design may instead combine data
exchange and discovery. However, most discovery protocols depend on a
fixed structure [DC08, QLXL16] as they are not co-designed with a scheme
to exchange application data. Furthermore, they focus exclusively on the
pairwise discovery of nodes and do not cater to multi-hop networks.

Cluster merging. Once another cluster has been discovered, a node could
independently leave its previous cluster and synchronize to the new one.
While this straightforward approach based on individual pairwise discov-
ery and decision-making is predominant [CSG* 16, WSC*18], such a design
only gradually increases network coverage. Even worse, as discovery can
be bi-directional, merging could be simultaneously attempted in both
directions and data exchange may collapse as nodes attempt to synchronize
to disbanded clusters. Alternatively, nodes may leverage cluster-internal
communication and exchange their discoveries to take a collective decision,
but long delays for merging clusters could remain an issue.

3.3 Designing Demos

Demos aims to achieve one of the early visions of WSNs: To be able
to distribute sensor nodes in a deployment area, which would then
automatically coordinate and communicate by themselves without detailed
preconfiguration [MB01]. To this end, Demos provides robust network
orchestration which enables nodes to constantly exchange data and maxi-
mize their coverage despite a fluctuating network topology. By introducing
dynamic cluster coordination, the protocol tackles the first two challenges
presented in Section 3.2.2 and ensures that nodes maintain coordination
even after a network splits into multiple clusters. With its cluster-wide
discovery scheme, Demos overcomes the remaining challenges and offers
an autonomous, restorable communication service among all connected
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Figure 3.1: Demos provides network orchestration for the application. Based on
two link-layer primitives, it establishes coordination, discovery, and adaptivity on
the network layer.

nodes. In the following, we first present the overall design principle before
giving an overview of Demos’ structure and protocol phases.

3.3.1 Demos in a Nutshell

At its essence, Demos is a network orchestration protocol that contin-
uously re-elects a cluster coordinator and aggregates information on all
connected nodes. During this election, the coordinator periodically collects
votes and the traffic demand of nodes in the cluster and then assigns
exclusive time slots through scheduling. For this communication, the
cluster uses a frequency channel that directly depends on its coordina-
tor to prevent interference with others. However, if no coordinator is
available, the nodes follow a shared randomized sequence of node IDs
to deterministically elect a new leader. After the exchange of application
data, a distributed cluster discovery scheme detects neighboring clusters
and notifies the cluster coordinator. The entire cluster can then merge
simultaneously with its neighbor.

To support such abrupt changes in the network topology and provide
a robust data exchange despite high node mobility, Demos builds on a
link layer utilizing CT [ZMS20], as displayed in Figure 3.1. Such network
flooding is topology-agnostic and permits reliable communication due
to its inherent redundancy. Based on these primitives, Demos provides
novel mechanisms for the coordination (Section 3.4.1) and discovery (Sec-
tion 3.4.2) of clusters as well as for adaptivity to changing conditions (Sec-
tion 3.4.3).
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3.3.2 Protocol Structure

Demos is structured into rounds of period T which all nodes of a cluster
C C N execute synchronously, where N = {i e N | 1 < i < N} is the total
set of nodes in a network. Each round consists of three phases as illustrated
in Figure 3.2. To (re-)elect a coordinator, the cluster votes on proposing
nodes during the consensus phase, explained in Section 3.4.1, and exchanges
the current traffic demand. During the communication phase, a contention
slot can be used to notify the cluster coordinator of discovered clusters. If
the coordinator decides to merge with another cluster, it then orders its
cluster to disband as described in Section 3.4.2. Otherwise, it broadcasts
a schedule which is subsequently executed to sequentially disseminate
application data. In the final discovery phase, nodes use the rest of the round
to listen for and advertise to other clusters in the vicinity. If another cluster
is discovered, the coordinator will be notified in the next round.

Communication primitives. Demos builds on two complementing types of
CT, a one-to-all and an all-to-all primitive. One-to-all floods, as introduced
by Glossy [FZTS11], are employed for most slots of the protocol and
consist of a packet that is initially broadcasted by a single node which
is then concurrently forwarded by each receiver. An all-to-all primitive
like Chaos [LFZ13] on the other hand is used during the consensus phase
to efficiently propagate the vote and demand of each node through the
network by continuously merging information during consecutive sub-
slots. Combining these primitives enables Demos to aggregate information
from an unknown number of nodes in parallel with an all-to-all exchange
and then schedule one-to-all floods that reliably reach their target with
minimal latency.

Deterministic randomization. Demos repeatedly seeds a random number
generator (RNG) to share randomized state without having to distribute it
explicitly. Sequences produced by this deterministic generator are used to
(i) create a non-repeating sequence of designated leaders for the consensus
phase, (ii) map the ID of a cluster coordinator € N to a frequency channel
on which the cluster communicates, and (iii) assign non-overlapping
reception (RX) and transmission (TX) slots for discovery.

3.3.3 Consensus Phase

The consensus phase consists of E pairs of proposal (P) and voting (V) slots.
The first pair is reserved for the previous leader that coordinated the cluster
in the last round to provide stability. If the election is unsuccessful, as
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explained in Section 3.4.1, the remaining pairs are designated to potential
successors. A designated leader that is part of the cluster proposes if it
has not yet voted in the current round and can be elected as the cluster
coordinator upon success.

Proposal. Apart from the first P slot in which the previous leader can
propose, the remaining E — 1 proposals are designated according to a
randomized sequence containing the total set of nodes N. The offset inside
this sequence is based on the round counter r and the election counter
e € [1,E] and synchronized across the cluster. The designated node then
proposes to ask others for their vote in the current round.

Voting. A node that received a proposal casts its vote if it has not already
done so in an earlier V slot of the same round. Together with its current
traffic demand, votes from all nodes are then exchanged within the
cluster and continuously merged. At the end, the designated leader locally
determines the result of the election as detailed in Section 3.4.1.

3.3.4 Communication Phase

After having established consensus on the cluster coordinator and ag-
gregated the current demand, the communication phase is executed. A
notification (N) slot permits nodes to inform the coordinator about other
discovered clusters. The cluster coordinator then decides whether a merge
should be conducted, as explained in Section 3.4.2. The following scheduling
(S) slotis used to either disseminate information on the cluster to be merged
with or to distribute a schedule based on the current demand of the nodes.
To avoid that missing demand information occasionally causes nodes to
not be scheduled, a received demand is valid for up to P rounds. Lastly,
application data is exchanged during multiple consecutive data (D) slots if
a schedule has been received.

Notification. To extend pairwise to cluster-wide discovery, a node can
flood a received beacon containing information on a discovered cluster
so it reaches the coordinator. As access is contention-based, only one
of potentially multiple simultaneously discovered clusters is successfully
reported.

Scheduling. The S slot enables the coordinator to instruct the cluster on
how to continue. If it has determined that the cluster should merge, it
propagates the necessary information so the cluster can align itself to the
communication and frequency channel of the new cluster. Otherwise, the
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coordinator computes and distributes a schedule based on the previously
gathered traffic demands, which includes a bitmap containing the current
members of the cluster.

Data. Each D slot is assigned to a node that may initiate a one-to-all flood
of application data. All others assist in propagating a received packet by
retransmitting it concurrently.

3.3.5 Discovery Phase

The discovery of other clusters occurs during the remaining round time
on a dedicated frequency channel that is shared among all clusters. To
guarantee overlapping discovery phases between clusters, we presume
that the phase duration T; exceeds T/2. To permit the adaptation of Ty
depending on the currently demanded number of D slots and round period
T, Demos employs probabilistic discovery [MB01]. The discovery phase is
split into slots of fixed length, during which nodes transmit a beacon (B),
listen, or remain idle based on given probabilities. Building on this scheme,
Demos leverages cluster coordination to increase its energy efficiency. As
nodes of a cluster have overlapping communication ranges, we spread the
discovery overhead equally across the cluster by assigning non-idle slots
to nodes.

If another cluster is discovered, the cluster coordinator will be informed
in the next N slot, as shown in Figure 3.3. Once discovery has terminated,
the round ends and the frequency channel is updated depending on the
information received from the coordinator during the S slot.

3.4 Demos in Detail

Next, we focus on the two key concepts that enable Demos to form
autonomous clusters, cluster coordination and cluster discovery. There-
after, we examine how the protocol leverages its flexibility and adapts to
changing conditions.

3.4.1 Cluster Coordination

Without packet loss, the election of a coordinator is undisputed as all nodes
of a cluster receive the first proposal and cast their votes accordingly.
However, the minimum required number of votes in favor to safely
call elections, called quorum, is non-trivial when considering imperfect
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communication links and variable cluster sizes. Based on a subset of
votes from a total set of unknown size, the cluster must autonomously
determine a unique leader. We develop two novel methods to define
quorums that enable nodes to still find agreement on a coordinator under
such circumstances.

Absolute quorum. The classical solution to guarantee a unique decision
is to require agreement from a majority of nodes [ANDL17b, Lamo01,
0014, PANL19]. Therefore, the absolute quorum Q, can be defined as
Qg :=F > N./2, where F is the number of votes in favor of the proposal
and N, is the cluster size.

However, N, varies over time. To accurately keep track of the cluster
size, each node locally estimates N, and updates this value each round
as follows. Nodes include their current estimate in the exchange during
the V slot and store the maximum of all received estimates as N,.;. After
the consensus phase, they further count the number of votes they have
encountered at least once as Nyoses (independent of whether they are in
favor or against). Updating N, then occurs in two steps. First, a network
filter sets N, «— | a-Nyes+(1—a)-N. |, with ¢ € [0, 1]. Thereafter, a temporal
filter is applied to get N, « |max(f - Nyotes + (1 — ) - Ne, Nyotes) |, with
B € [0,1].If anode has been elected as cluster coordinator, it distributes its
own estimate of N, with the schedule during the S slot so the entire cluster
adopts the value of the leader.

This mechanism leverages centralized updates of N, to equalize
estimates when a cluster coordinator is available and otherwise enables
nodes to adapt independently until a new leader is elected. The network
filter first applies « to ensure that all nodes of a cluster use similar values
and do not underestimate the cluster size, as this may lead to multiple
simultaneous leaders. Choosing a high « prevents a strong decrease when
packets were locally missed but have been received by others. Lowering
«a limits the influence of a single well-connected node if most nodes only
receive a subset of votes so that the chance for successful elections remains
high. The temporal filter integrates f to ensure that the estimate converges
towards the true value over time. If more nodes than expected have been
heard, the empirically validated number of nodes is adopted to prevent
an underestimation. Otherwise, the new estimate is weighted with § for a
gradual transition that avoids disturbances due to temporal fluctuations.

Relative quorum. The absolute quorum directly depends on an accurate
estimate of N, to safely call a vote. As the quorum is particularly relevant
when a new leader needs to be elected after nodes split apart and N,
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changed drastically, waiting until the estimates converge to the true value
may prevent the exchange of data for several rounds. To expedite elections
in highly mobile scenarios, we introduce a relative quorum Q, that only
depends on the fraction of votes in favor of the proposal as gathered during
the ongoing election.

To accomplish independence from N, we leverage the known high
reliability of CT [ZMS20]. Suppose that for a connected cluster of N, nodes,
a one-to-all proposal reaches at least N, = y, - N, nodes, with y, € [0, 1].
The designated leader then collects votes using the all-to-all exchange
in the V slot, with each of the N, nodes that have received the proposal
submitting a vote. At least y, - N, votes reach the designated leader, with
Ya € [0, 1]. In other words, the leader receives V € [y, - yo - N¢, Nc] votes
and we can therefore bound N, € [V, #]. As for the absolute quorum, a
result is unique if F > N, /2 is satisfied. Using the derived upper bound, a
sufficient (but not necessary) condition is F > 2.)/:% . We can hence find a
quorum that is entirely based on the votes V of the current V slot as

F 1

0 =" >—
Vo 2-va v

Extended absolute quorum.Knowledge of y, can also be exploited to
improve Q,. As at least N, nodes receive the first proposal and vote in
its favor, at most N. — N, = (1 —y,) - N, votes remain uncast if a proposal
was sent. It hence suffices to receive F > (1 — yo) - N, votes in favor to
assert that no other leader was previously elected, enabling us to define

o1
Qa+ == F > mln(is 1- Yo) - N,

Both absolute quorums permit nodes to skip consensus after voting but
rely on N, and may result in multiple leaders per cluster if the estimate does
not reflect the actual cluster size. While the relative quorum guarantees safe
elections if y, and y, are valid assumptions, it requires participation in all E
elections per round and hence needs more energy. Demos supports the use
of all three quorums, whose performance we will compare in real-world
experiments in Section 3.6.4.

3.4.2 Cluster Discovery

With its cluster coordination, Demos enables dynamic cluster management
that tolerates faults and permits network splits. However, to maximize
its connectivity, the protocol also requires a mechanism to detect and
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merge clusters. Demos builds on a well-known neighbor discovery scheme
and extends it to cluster-wide discovery to increase its coverage. We
thereby leverage knowledge of other nodes in the cluster to cooperate and
distribute discovery across all of them.

Continuous discovery.In contrast to current WSN protocols that treat
discovery as an isolated task during bootstrapping, Demos must retain
the ability to find and merge clusters while continuously exchanging
data in parallel. As traffic demand is dynamic and constantly influences
the number of scheduled D slots as well as the round period, the round
time remaining for discovery is restricted and requires a highly adaptive
mechanism. The Birthday protocol [MB01] is a flexible scheme for pairwise
discovery that achieves a low detection latency despite these constraints, as
it does not require a fixed structure and permits nodes to adjust parameters
independently of other clusters. By splitting the discovery phase into slots
during which a node transmits beacons with probability P; and listens with
Py, discovery is likely despite a low duty cycle P; + P;.

Cluster-wide discovery. Demos extends this basic concept with novel mech-
anisms to reduce energy consumption and discovery latency. First, we
leverage that Demos coordinates an entire cluster and allot discovery
equally across nodes instead of performing it redundantly in parallel. By
prohibiting overlapping discovery slots within a cluster, we avoid the
scalability issues of other discovery protocols due to colliding transmis-
sions [KPSV17] and preclude inefficient simultaneous listening periods.
Assigning discovery slots to nodes merely requires including the cluster
members as a bitmap in the distributed schedule and randomizing their
order locally using a deterministic RNG. Second, we exploit that Demos
ultimately aims to discover clusters and not individual nodes, for which
a single node receiving a beacon from a node in another cluster suffices.
By notifying the entire cluster via the coordinator, all nodes can switch
simultaneously without having to pause their data exchange.

Discovery interface. To merge with another cluster, a coordinator must be
able to align the communication of its own cluster accordingly. The beacon
distributed by a node during discovery contains the relative time since
the round started, the round period T, the round counter r, the ID of the
cluster coordinator, and N, to enable this synchronization. Knowing the
start of the last round and T, another cluster may directly reorient itself
to the upcoming round and can infer the current offset in the sequence of
designated leaders based on r. To remain valid, the time passed since the
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reception of the beacon is added to the received time since the start of the
round when the beacon is forwarded during the N and S slots.

Merge criteria. When the coordinator receives information on a discovered
cluster, it must determine whether to merge. To avoid that two clusters
attempt to simultaneously merge with each other, Demos relies on the
ID of the cluster coordinator and merges a cluster led by a node with
a lower ID into the cluster of a leader with a higher ID, as visualized
in Figure 3.3. However, to prevent a single node with a high ID from
temporarily disrupting the communication of a much larger cluster, N, can
also be included as a merge criterion, with a larger size dominating and the
leader ID merely used to break ties.

3.4.3 Cluster Adaptivity

Building on top of robust cluster coordination and a network structure that
continuously adjusts to the underlying topology, Demos can adapt essential
protocol parameters to cater to the current application requirements. To
maximize its flexibility and reduce complexity, the protocol does so by
deliberately maintaining minimal persistent network state.

Traffic demand. To support high node mobility, Demos must expect fre-
quent changes in the coordinator and the nodes belonging to a cluster.
Therefore, classical solutions such as explicit registration when join-
ing [BJT"20, RPL20] and timeouts to remove unavailable nodes [FZMT12]
are not applicable. To continuously adapt the communication schedule
according to current demand, Demos includes requests directly in the all-
to-all communication of the V slot. As this exchange ensures that the
demand of all nodes in the cluster is always up-to-date at the elected leader
despite network splits and merges, it can immediately react to changes.

Round period. Many round-based protocols adopt a fixed round period
T to circumvent scheduling [HMZ18, LFZ13] or temporally improve
liveness by maintaining communication despite the unavailability of the
coordinator [MZL*18, MZL*20]. However, such a limitation severely
restricts the flexibility of a protocol, as it fixes parameters such as the
frequency of cluster coordination, the number of data slots, and the
likelihood of discovery. It further constrains the protocol in reacting to
changing real-time scheduling requirements. Demos permits the cluster
coordinator to adapt T and communicate its current value in the S slot.
This flexibility is made possible by its robust cluster coordination, as Demos
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tolerates missing such an update by quickly re-electing a leader after de-
synchronization. Combined with cluster discovery, the protocol rejoins
nodes that are out-of-sync and thereby ensures continued connectivity
while offering high adaptivity.

Frequency channel. Demos employs separate frequency channels per clus-
ter based on the ID of the cluster coordinator to prevent packet collisions
when clusters encounter each other. This mechanism further inherently
avoids heavily contested channels due to interference from external
sources, as it enables nodes to synchronize to leaders on reliable frequency
channels. By voluntarily yielding as coordinator if the packet reception rate
(PRR) drops below a given threshold, Demos supports temporal blacklisting
of frequencies to boost its robustness.

3.4.4 Practical Example

To illustrate Demos’ concepts, we investigate how a network splits and
merges again in Figure 3.4. The previous leader proposes itself for re-
election in the first P slot of each round to confirm the availability of
the coordinator. However, a change in the network topology causes the
network to temporarily split into two clusters. While leader 1 can still
coordinate one cluster, the other consisting of nodes 3 and 4 must wait
for a designated P slot to elect a new leader. Note that the stable re-election
of leader 1 is made possible by our novel relative quorum, as the cluster
size N; could not be re-estimated yet and would have prevented node 1
from being elected based on an absolute quorum. With two autonomous
clusters led by nodes 1 and 4, the cluster discovery mechanism enables
them to merge once the communication link between nodes 2 and 3
recuperates. As the clusters operate on a separate frequency band, packet
collisions are prevented during the discovery and merge process. The
beacon containing the necessary information to synchronize is received
by node 2 and forwarded to the leader using the N slot, whereafter node 1
decides to merge due to its lower ID and the network is once again reunited.

3.5 Formal Analysis of Election Latency

Next, we formally investigate the expected number of elections if a
new coordinator is required. After a network splits, at least one new
cluster coordinator must be elected. As Demos cycles through a non-
repeating randomized sequence of the total set of nodes N to designate
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Figure 3.4: In round 1, a network of four nodes coordinated by node 1 successfully re-elects its previous leader. After a topology
change breaks the communication link between nodes 2 and 3 in round 2, the network splits into two clusters. As soon as a P slot is
designated to a node from the leaderless cluster in round 3, nodes 3 and 4 independently resume the data exchange. After the link is
re-established in round 4, node 2 notifies node 1 about a received beacon (B) and the clusters merge in round 5.

29

Sun{Iom3aN snowouoNy 10§ UOLRIISIYIIQ Isnqoy ¢ 1o1dey)



3.6. Evaluation 63

Network size [nodes]
Election latency [elections]
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Figure 3.5: For all network sizes, Demos only requires few elections on average
until a new designated leader proposes for clusters containing more than a small
fraction of nodes.

leaders in the consensus phase, knowing the expected latency until a
new cluster coordinator can be established is essential to estimate when
communication may resume. Supposing a cluster size N; and N = |N|, the

probability that a designated leader is not part of the cluster is (N —N,)/N.

NNCNNC—l N-Nc-L+1 N-N)! (N-L)!
We find p;, = -4 )-( - )(N(L +1) —1—(N,(N)1\(] L),) that a
leader is successfully elected within L tries. Similarly to pr, we can derive

the expected number of tries until a successful election occurs as
E[L]_N‘N““ (N-N)!(N-L)!N, N+1
B NI (N-N,-L+1)! N.+1

L=1

For example, if a network of N = 24 splits in half, Demos only requires
1.92 elections on average to establish a new leader. As shown in Figure 3.5,
even if only a small cluster of N, = 5 separates, using E = 3 it likely already
re-elects a new leader in the second round. We will see that these analytical
results closely match our experiments presented in Section 3.6.4.

3.6 Evaluation

Demos is designed to provide high robustness and flexibility even under
challenging conditions. To examine the protocol in action, we test (i) its
ability to maintain cluster coordination despite node and link failures,
(ii) the adaptivity to a fluctuating network topology that separates and
combines clusters, (iii) the performance of the quorums introduced in
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Section 3.4.1, and (iv) Demos’ energy efficiency with its novel cluster
coordination and discovery mechanisms.

3.6.1 Implementation

To support a wide coverage area using LoRa and also provide more
efficient GFSK communication if a shorter range suffices, we utilize a
Semtech SX1262 RF transceiver [Sem23] driven by an STMicroelectronics
STM32L433CC microcontroller. Operating in the 868 MHz band, its broad
TX power range from -9 to +22dBm enables further adaptation to the
targeted communication range. For our indoor tests, we use the GFSK
modulation at 250 kbps and a TX power of +7 dBm.

Slot primitives. All-to-all communication during the V slot is based upon
Chaos [LFZ13], with all nodes of a cluster probabilistically initiating the
exchange of votes and demands. One-to-all floods, as employed in the
P, N, S, and D slots, use Glossy [FZTS11] with consecutive transmissions
for reliability [LDFST17]. For the discovery phase, one-to-all beacons are
sent in Glossy slots with an increased RX duration. Multiple consecutive
transmissions boost the discovery reliability and ensure overlaps with
listening slots of other clusters in the discovery phase. Furthermore, beacon
flooding quickly spreads information when multiple clusters converge
simultaneously.

Randomization. Demos integrates two different sources for randomization,
a built-in hardware unit that produces truly random output as well as
a deterministic generator yielding pseudorandom numbers based on a
given seed value. The former ensures that the usage of the Chaos sub-
slots [LFZ13] differs between nodes and data can be exchanged, while
the latter initially generates a fixed randomized sequence for designating
leaders and the mapping of leader IDs to frequency channels. The
designated leader is then selected in each election e using a sequence offset
(E—1)-r+e, where E denotes the number of elections per round and r is the
round counter. Before each discovery phase, the deterministic RNG is re-
seeded based on the ID of the cluster coordinator and r to locally compute
the slot assignments for discovery.

Research artifacts. We provide the source code of Demos as open
source [BDFK23a]. Additional test scripts grant extensive control of
experiments on FlockLab [TDFS*20] by dynamically activating nodes at
run time, offer the ability to easily sweep parameters, and visualize results
to study their impact.
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3.6.2 Experimental Setup

Test scenario. To test Demos under realistic conditions in confined spaces
where non-line-of-sight conditions partition the network into clusters, we
utilize the FlockLab testbed [TDFS*20]. 24 nodes are spread across the
floor of an office building and provide fixed node locations. In addition,
we employ a mobile node that is moved manually to dynamically change
the network topology. We use four configurations to examine Demos’
effectiveness in a variety of scenarios. 12 nodes with a mean hop distance
of 1.31 form the smallest network, while an extended set of 18 nodes has
an average of 1.65 hops, and all 24 nodes communicate via 1.84 hops on
average. Figure 3.6 illustrates the setup where the mobile node connects
two clusters of fixed observers.

Protocol parameters. For our tests, we use a round period T = 3s. By
default, we conduct E = 2 elections during the consensus phase, with each
V slot split into 36 contention sub-slots to exchange votes and demands. A
received demand is valid for up to P = 10 rounds. Each node requests 1 data
slot per round and sends 20 bytes using 3 transmissions per flood in one
of 30 D slots. The remaining T; = 0.56 - T is available for discovery. Due to
Demos’ fast discovery and merging mechanism, we do not expect multiple
clusters to converge simultaneously and therefore set P, = P; = 0.5
to minimize the discovery latency [MBO01]. The clusters share 14 non-
overlapping frequency channels for communication, with an additional one
reserved for discovery. We set « = 0.5 and = 0.33 and find safe lower
bounds y, = y, = 0.9 based on an empirical PRR exceeding 97.6 % for one-
to-all and 93.1 % for all-to-all primitives in the three static configurations.

Baseline. To investigate the impact of Demos’ novel cluster coordination
and discovery mechanisms, we compare it to LWB [FZMT12], a well-
known protocol that builds on the same one-to-all floods to exchange
data. While LWB relies on a preconfigured host node that coordinates
the network, it is one of the only WSN protocols that include a failover
policy if the coordinator is unavailable. In case of a host failure, nodes
independently hop across frequency channels and try to reach the fixed
coordinator on this channel. As in Demos’ S slot, the host distributes
a schedule for a subsequent succession of data slots that correspond to
Demos’ D slots. Demand is registered using a contention slot and assumed
to be constant for multiple rounds. Exploiting this limitation, the host sends
the next schedule already at the end of a round and retransmits it at the start
of the next one to boost the reception probability.
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Figure 3.6: A mobile node traverses a corridor from left to right and then returns
to its start position, thereby changing the network topology between two clusters
of nodes. The two nodes marked in bold (nodes 12 and 3) represent the host (“H1”)
and failover host (“H2”) for LWB.

3.6.3 Robustness to Network Topology Changes

To investigate how Demos reacts to changes in the network topology,
we start with a static experiment and examine the protocols when the
coordinator fails. In a second experiment, we instead include a mobile node
and cause the network to first separate into two clusters and recombine
again afterward. Throughout the experiments, we monitor the PRR, i.e.,
the percentage of received data packets compared to the maximal number
of data packets that could have been received by all nodes in the network
(i.e., sent packets times the number of receivers).

Scenario: Node failure. We employ 12 nodes distributed across the testbed as
depicted in Figure 3.6. 11 of these nodes are static, whereas node 6 is mobile.
While Demos uses the relative quorum Q,, presented in Section 3.4.1, to
elect its leader dynamically, LWB is configured to use node 12 as the host
(“H1”), with node 3 serving as a failover (“H2”) [FZMT12]. The timeout
until nodes switch to the failover is set to 1 min.

In a first experiment, we keep node 6 static and let Demos elect a leader.
After 60 s, we trigger a node failure by turning node 12 off and observe the
behavior of Demos and LWB.
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Figure 3.7: Failure of the host node halts LWB’s communication until a failover
takes over, while Demos instantly elects a new leader and approaches the optimal
PRR at all times. Missed schedules cause minor PRR drops for both protocols.

Results: Node failure. Figure 3.7 shows the measured PRR of Demos and
LWRB as well as the optimal PRR over time. We find that all Demos nodes
quickly discover each other and form a network, as Demos gathers and
updates the current traffic demands instantly by aggregating them in the V
slot directly preceding scheduling. At 60 s, we observe that the PRR dips as
no more packets can be received by the faulty node 12. Even though node
12 was the leader as others merged with its cluster due to its high node ID,
the remaining nodes directly elect a replacement when the previous leader
is unavailable and seamlessly continue communication without a single
missed round. LWB on the other hand adapts much slower to changing
traffic demands, with maximally a single node sending its demand per
round. The protocol further suffers from a catastrophic drop in PRR once
the coordinator fails as no schedule is distributed anymore. After the nodes
time out while listening for the host, the failover host slowly accumulates
the demand again until LWB finally approaches the optimal PRR as well,
107 s after Demos.

Scenario: Link failure.In a second experiment, we investigate how the
failure of an essential link between two clusters influences their data
exchange. We let the nodes establish a network and start moving node 6
from left to right after 60 s. Once arrived at 105 s, node 6 remains stationary
for a minute before returning to its start position which it reaches at
210s. This recombination is particularly demanding as the clusters are
uncoordinated and may interfere with each other.

Results: Link failure. In Figure 3.8, we observe that Demos quickly estab-
lishes a single network consisting of all 12 nodes as in the first experiment.
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Figure 3.8: The move of node 6 causes the initial network topology to split
into two clusters. Demos (middle) elects a cluster coordinator for each of them
after separation and maintains optimal PRR by recombining the clusters when
node 6 returns to its start position. LWB (bottom) only forms a second cluster
after prolonged bootstrapping and cannot utilize the restored network topology
to maximize the PRR as it lacks a discovery mechanism.

Once node 6 starts to move down the corridor at 60s, its connectivity
with cluster A (nodes 7-12) diminishes. As cluster B (nodes 1-6) relies on
this link to communicate with cluster A, the reduced link quality results
in a gradually decreasing PRR. At 88s, we find that the link between
the two clusters has completely failed and they can only communicate
internally at maximally % = 45 % PRR. By directly electing a leader
for cluster B, Demos matches this new optimal performance immediately
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after the complete split. This success is only made possible by our novel
quorums, as nodes in both clusters could not win a classical majority vote
that requires more than 6 nodes. The plots in Figure 3.8 tracing the states
of the protocol illustrate that Demos maintains its data exchange without
interruption in contrast to LWB, as can be seen in the nodes of both Demos
clusters continuously being scheduled. Once node 6 returns to its former
position, the two clusters quickly discover each other. Leveraging cluster
discovery, all nodes merge simultaneously, visible by the PRR surging back
to the maximum at 206 s. LWB takes much longer to activate its failover
policy after the clusters split apart. After a minute during which cluster B
attempts to bootstrap and only cluster A can communicate at 22 % PRR,
node 3 starts as a failover host at 157 s. Subsequently, cluster B gradually
ramps up its data exchange on a separate frequency channel. As LWB lacks
continuous cluster discovery like all WSN protocols apart from Demos, it
is unable to merge clusters even after the original network topology has
been restored and remains limited to less than half of the optimal PRR.

3.6.4 Dynamic Cluster Coordination

Next, we compare the three quorums Q,, Q.+, and Q, introduced by Demos

in terms of election latency, stability, and energy costs. In Section 3.5, we
determined an expected election latency of E[L] = f\}i :11 elections until a

designated leader may propose. Based on the subsequently cast votes, the
quorum then stipulates whether the election was successful. Hence, E[L]
is a lower bound for finding a new leader.

Scenario. To examine the differences between the quorums, we use E = 3
elections per round and test networks of 12, 18, and 24 nodes. After 30s
without disturbance, we cause two-thirds of the network, including its
coordinator, to fail. During the next 30 s, we observe when elections occur
and how stably the network performs under the new conditions. We run
60 tests per combination of quorum and network size and always mutate
the sequence of designated leaders.

Results: Latency. As the classical, fixed quorum N/2 [Lam01, PANL19]
can never be satisfied with N, = N/3, we do not further consider it
for this evaluation. Figure 3.9 depicts the average number of elections
until a new leader could be established for the absolute and relative
quorums. As expected, we find that Q, requires multiple rounds until the
estimated cluster size N, is low enough for a node to gather a majority
of votes. This latency slightly increases with the total network size, from
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Figure 3.9: Using only the estimated cluster size, Q, takes multiple rounds
after two-thirds of the network become unavailable until the estimate of N,
is sufficiently low for a successful election. Leveraging the high reliability of
concurrent transmissions, Qg4+ and Q, match the optimal election latency (gray).
Black bars show the 25th and 75th percentile around the mean of the empirical
distribution of the 60 test runs for each bar.

Quorum Qa Qa+ Or
Network size | 12 18 24 | 12 18 24 |12 18 24

Pre-fault er. 0 0 1 0O 1 0| 0 0 O
Post-faulter. |13 6 4| 0 1 1| 0 0 O
Total errors | 24 (13.3 %) 3(1.7 %) 0 (0.0 %)

Table 3.1: Instabilities in the first 30 s (“pre-fault”) occur less often than fluctuations
thereafter (“post-fault”). Q, demonstrates excellent robustness without a single
flawed election in any of its 180 test runs.

7.33 elections for 12 nodes to 7.83 for 24 nodes. On the other hand,
Qg+ and Q, can immediately find a new cluster coordinator once the
previous leader becomes unavailable. We discover that both need only 2.90
elections on average for 12 nodes and 2.95 elections for a network of 24
nodes. These numbers further validate our formal analysis from Section 3.5
experimentally, from which we would expect at least 2.6 elections and 2.77
elections respectively.

Results: Stability. We encounter only a single run using Q, (0.56 %) in which
a previously elected leader is not successfully re-elected during the steady
first 30 s as it could not gather enough votes to pass the quorum. However,
due to the delay in estimating the new cluster size after the node failures,
the first elected node cannot preserve its leadership and loses it again
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Figure 3.10: When using the absolute quorums Q, and Qg4+, the rest of the
consensus phase may be skipped after voting. In contrast, nodes employing Q, need
to participate in each election to ensure that the fraction of votes remains correct.

within a few rounds in 12.78 % of runs using Q,. As seen in Table 3.1,
this fluctuation predominantly affects the smallest network of 12 nodes
where a single missing vote is often decisive and is quickly preceded by
stable elections thereafter once N, has converged. Q,+ is much more robust,
with only 1.67 % of runs encountering two simultaneous leaders that both
temporarily fulfill the quorum and immediately merge. Lastly, Q, did not
experience a single instability or unexpected loss of leadership in 180 runs.

Results: Costs. To analyze the energy costs of the cluster coordination
mechanism, we combine the reception (RX) and transmission (TX) costs
of the P and V slots in Figure 3.10. As expected, nodes using the absolute
quorums Q, and Qg+ can leverage that they only have to participate in
a single election per round, after which they can skip the remaining two
elections. Q, on the other hand depends on the participation of all nodes,
as receiving information on previously cast votes is necessary to prevent
multiple leaders based on the fraction of votes in favor. This requirement
results in an overhead that scales linearly with E, as seen in Q,’s costs
which are three times higher compared to Q, and Q,+. Due to the excellent
scalability of the all-to-all primitive, doubling the number of nodes from
12 to 24 merely increases TX costs by 25.8 % and Demos’ total overhead
remains almost identical.
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Figure 3.11: Comparing the management (M) and transport (T) duty cycles
of LWB, the consensus and communication part of Demos (Demosc), and the
discovery scheme of Demos (Demosp), we find that the energy overhead quickly
diminishes for larger networks even for low data packet rates.

Verdict. We observe a trade-off between robust elections and energy effi-
ciency. Q, does not require assumptions on the communication reliability
and reduces its energy consumption by only voting once per round in most
cases, but takes longer to succeed after network changes and suffers from
occasional instabilities while N, is re-estimated. Q, on the other hand is
the most stable quorum and does not rely on an accurate estimation of
the cluster size, but requires nodes to participate in each election even
if they already cast their vote. We find that Q,, strikes a good balance
by matching the relative quorum in its low election latency while only
requiring participation in one election per round.

3.6.5 Comparing the Costs of Robustness

While we have seen in Section 3.6.3 that Demos excels in reacting to a node
failure through its cluster coordination mechanism and facilitates cluster
merges through its cluster discovery scheme, these features introduce
additional costs. Therefore, we investigate the energy overhead of Demos
and its components and compare it to LWB [FZMT12] as a baseline.

Scenario. We test both protocols for networks of 12, 18, and 24 nodes. We
run each configuration for 15min and skip the first 30 s to only observe
steady-state behavior. Demos employs Q,+ as a quorum based on the
verdict in Section 3.6.4.
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Results. In Figure 3.11, we separately look at the consensus and commu-
nication part of Demos (Demosc) and its discovery scheme (Demosp). We
further differentiate between management traffic M (such as the P, V, and
S slots for Demosc and the N slot for Demosp) and the transport of data T
(D slots for Demosc and the discovery phase for Demosp).

As both LWB and Demos schedule equivalent traffic demands and
use the same underlying one-to-all floods, the transport costs match. The
management overhead of both protocols slightly rises with the network
size as more information has to be shared and the average hop distance
increases, prolonging listening until a packet reaches a node. However,
we find that even though Demos updates the complete cluster information
each round, this merely increases RX time by 92.3 % and TX time by 51.1 %
on average compared to LWB. Note that the current data rate at 1 packet
per round is minimal; in a real scenario, the demand to transport data is
usually significantly higher [HYM16]. As the discovery slots are distributed
across nodes using Demos’ concept of cluster discovery, even the current
maximal rate of continuously transmitting (P; = 0.5) or listening (P; = 0.5)
is dominated by consensus and communication. If slower discovery is
permitted or if discovery can be temporally discontinued in a static
scenario, these costs diminish even further.

3.7 Related Work

Robust networking. While Demos offers an exceptional degree of resilience,
many protocols can also adjust to changing conditions to varying extents.
LWB [FZMT12] centrally schedules a series of Glossy floods [FZTS11], but
adapts slowly and suffers from collapsing data exchange and network splits
when the coordinator is unavailable. Chaos [LFZ13] and Mixer [HMZ18]
only require a coordinator for synchronization but fix the amount of infor-
mation that a node can share. Hybrid [SBDM20] and Harmony [MZL"20]
leverage a combination of Glossy and Chaos slots to improve robustness.
However, Hybrid only collects data at the coordinator, while Harmony
can only enable fixed assigned slots and cannot cope with prolonged
network splits. Instead, Demos supports the delivery of an arbitrary
number of packets to any node and can merge clusters without restrictions.
Furthermore, Demos dynamically elects a cluster coordinator and handles
a node failure instantly without affecting the rest of the network.

To boost the reliability of floods, Dimmer [PL21] and OSF [BGS*22]
flexibly adjust link-layer parameters depending on the current conditions
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and SmarTiSCH [YNB*22] alters the timing and frequencies of transmis-
sions to mitigate interference. However, these protocols handle orthogonal
issues to Demos and do not address a failure of the coordinator or the
discovery of other clusters to maximize data exchange.

Coordination in WSNs. Consensus protocols such as OTR [BLG15],
A? [ANDL17b], and WirelessPaxos [PANL19] agree on a value such as
a leader ID without leveraging it to bootstrap further communication.
Other protocols such as STARC [RPL20] require an explicit handover
from a previous leader, which is infeasible after leader failures. Therefore,
protocols based on CT either hard-code the coordinator [HMZ18, ITMP18,
LFZ13] or exclusively elect during bootstrapping [ANDL17a, FZMT12].
Timeout-based detection of leader absence is prone to failure and hence
is usually configured to multiple minutes [FZMT12], and thereafter takes
dozens of seconds to elect a substitute [ANDL17a]. At the other extreme,
STeC [BDFG*21] elects an ad-hoc leader each round but prerequires
external synchronization and BUTLER [MBTZ22] constantly synchronizes
but cannot coordinate a decentralized network. Classical leader election
algorithms for ad-hoc networks are also inapplicable, as they require
the availability of most nodes of a known network [AKS15], guaranteed
message delivery [SPZE20], at least dozens of network floods [AKNR13], or
unrealistic restrictions on message propagation [CRW11]. Demos’ cluster
coordination avoids timeouts through continuous re-elections, handles
failures with minimal delay, and supports arbitrary network splits.

Neighbor discovery. Both randomized [MB01, VAGT13] and determinis-
tic [DCO08, QLXL16, SYWL14] discovery protocols focus primarily on
pairwise discovery [CB16]. As packet collisions increase with network
size and impede discovery [KPSV17], self-adapting cycles [CW18] and
the probabilistic skipping of transmissions [GWS*19] preserve a low
discovery latency even for dense networks. Demos solves this issue
by integrating nodes into clusters and allotting transmissions across its
members to mitigate collisions. Group-based discovery shares discovery
schedules to assist neighboring nodes [CSG"16, WSC*18] or deliberately
de-synchronizes them to boost the group’s discovery success [MORW22].
Sharing information on discovered nodes [CK11] and a symbiosis of group
management and discovery [PPL11] are concepts that are also found in
Demos. Demos extends these concepts so that entire clusters of nodes can
efficiently run cluster discovery while continuing to exchange data, and
adds synchronized merging in combination with cluster coordination to
consistently maximize network connectivity.
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3.8 Summary

This chapter introduced a highly robust protocol to orchestrate au-
tonomous clusters in low-power WSNs. By combining a novel cluster coor-
dination mechanism based on constant elections with a continuous cluster
discovery scheme that leverages cluster information to reduce discovery
latency and energy costs, Demos supports highly mobile networks and
persistently maximizes connectivity between all nodes. It does so without
the additional complexity of a dual-radio architecture as presented in
Chapter 2 and further improves the robustness after a failure of the leader.
The latter is achieved through the introduction of three new quorums
to determine a cluster coordinator, with which we show to effortlessly
handle node failures and network splits. By instantly merging clusters, we
demonstrate that Demos achieves the optimal PRR and gracefully reacts to
changes in the network topology. With its high robustness, Demos serves
the vision of dynamic, mobile clusters that operate autonomously and
automatically recover from any node or link failure.

However, when trying to leverage this newly-found autonomy for
WSN deployments that aim to provide long-term monitoring, we quickly
find that current approaches come at a cost. As Chapter 2 and Chapter 3
rely on continuous discovery and periodic coordination, they constantly
consume energy independently of whether an actual event of interest has
occurred and whether data is available. In Chapter 4, we hence explore a
fundamentally different approach to achieve autonomous formation that
instead only bootstraps an ad-hoc network when it is truly needed and
thereby entirely avoids the complexity of changing conditions and failures.
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Exploiting Spatial and Temporal
Correlation for Event-based
Communication in WSNs

Low-power WSNs have demonstrated their potential for the detection of
rare events such as rockfalls and wildfires, where rapid reporting as well as
long-term energy-efficient operation is vital. However, current systems re-
quire periodic synchronization to maintain network coordination, heavily
rely on node placement, or use costly long-range links to infrastructure.
While the protocols introduced in Chapter 2 and Chapter 3 permit the
autonomous formation of clusters, they require cluster discovery. This
periodic communication negatively impacts their energy consumption in
times of low environmental activity and correspondingly small demand
to transmit sensed data. We will find in Chapter 5 that despite obviating
discovery, maintaining an autonomous network generally depends on reg-
ular consensus and constantly drains batteries even when no application
data is exchanged. In this chapter, we therefore explore whether we can
entirely eliminate such periodic overhead for both cluster discovery and
coordination if we directly leverage sensor signals to bootstrap ad-hoc
clusters, thereby performing purely event-driven formation and avoiding
any network-driven communication.

We present STeC, a novel wireless communication design that directly
exploits the spatial and temporal correlation of signals from the sensed

This chapter is based on [BDFG*21], [BDFGG21], and [Gat20].
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phenomenon to orchestrate event-based communication. We leverage
the locality of a co-detection, where a physical event triggers multiple
sensors quasi-simultaneously, to efficiently collect, characterize, and report
sensor data. This eliminates the overhead of periodic network activity
and centralized control, resulting in more energy-efficient communication
with a lower, more consistent detection latency. By exploiting correlated
sensor signals for autonomous networking, we propose a fundamentally
new approach to avoid the elementary conflict between duty cycle and
latency requirements immanent to synchronous protocols. Experiments
using real-world traces show that STeC reduces the detection latency by up
to 87 % compared to standard single-hop communication and outperforms
traditional schedule-based methods by up to 58.4 X in energy efficiency.

4.1 Introduction

Motivation. WSNs are inherently suited for long-term observations with
rare activity and have been employed for intruder [WDWS10] and sniper
detection [SML"04], wildfire alerts [LWS06, YNL*12, GYR"20], and volcano
monitoring [WAJR*05, WALJ*06]. In these scenarios, a physical event
originates at a source and propagates through the environment until it
reaches individual sensors with variable propagation delays and signal
intensities, where it triggers a sensor event. This location dependency
complicates the subsequent data analysis, as the distinction between a close
physical event with small magnitude and a far-off but large physical event
requires the relative interpretation of data inside the network. Therefore,
including the correlation of spatial and temporal patterns is essential for
data interpretation: The co-detection of multiple sensor events that are in
proximity and occur within a bounded time frame permits conclusions
on the intensity and location of the physical event [WBM*17]. These
characteristics motivate event-based data collection that incorporates
application-specific needs and adapts to events by filtering irrelevant data
as shown in Figure 4.1. In this chapter, we leverage the physical charac-
teristics of signals propagating to distributed sensors for (i) establishing an
ad-hoc network without prior coordination and (ii) efficient local processing
and filtering. While not all WSNs and observed phenomena show the
above signal pattern, some do. We exemplify them with a case study of
seismic event detection on an alpine rock glacier, in which we demonstrate
the benefits of exploiting the spatial and temporal correlation of signals
originating from a single source for synchronization and data aggregation.
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Figure 4.1: A physical event o generates sensor events oy, at triggered sensors
m, which form an ad-hoc network of size Ny for sensor events arriving within
an interval AT. Physical events are locally filtered and only reported if they fulfill
application-specific requirements. For event a, N, reached a threshold of 3 nodes
per co-detection and is reported to the data sink, while § is suppressed.

In the last two decades, WSNs have greatly benefited from more
efficient sensing and communication hardware as well as advances
in the protocol design for reliable multi-hop networks. However,
the majority of these efforts have focused on continuous sampling
and leverage extensive duty cycling in-between active phases to
prolong system lifetime. While classical environmental monitoring
applications such as bedrock [WBDF"19, GBG*21], structural [ABC*20],
and agricultural [WC19] monitoring are well-suited for regular
measurements, ephemeral and sporadic events such as sudden shifts in
river sediments [DLPP20] or rockfalls [MFCP*19] demand more reactive
protocols. This is of particular importance for rare events occurring
after months or years of operation, for which classical solutions such
as oversampling or event-triggered adaptation [SDFG*17] quickly deplete
the available energy resources of battery-powered devices.

Challenges. A communication scheme targeted at rare event detection must
solve four individual challenges. First, such protocols are primarily focused
on optimizing detection probability and delay [HSR16] while maximizing
lifetime. The latter requirement fundamentally contradicts traditional
duty-cycled approaches, where an inherent trade-off between the reactivity
and system lifetime is unavoidable. To achieve both simultaneously, we
propose to refrain from any periodic activity and purely communicate
event-driven. Second, as sensor events in our scenario occur quasi-
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simultaneously due to the synchrony of event detections [HSR16, SDG]J08,
WDWS10], previous asynchronous protocols have suffered from decreased
performance due to packet collisions. In contrast, we leverage the temporal
correlation of events to coordinate data collection and permit relative,
local filtering of events. Third, complete network activation following
a sensor trigger, either time-triggered [SDFG*17, IMPR16] or through
wake-up circuitry [SBBT15, PIM17], is highly inefficient for events that
predominantly concern a small subset of nodes within proximity of the
physical event. By inherently restricting activity to nodes that have
received a sensor trigger, we exclude nodes that are not involved in the
co-detection of events, thereby making energy consumption exclusively
dependent on a node’s local activity. Fourth, as only a subset of sensor
nodes is activated by an event, short-range links can be insufficient
to connect to a distant data sink for reporting. We solve this limited
reachability by leveraging the capabilities of modern radios to support both
short- and long-range links within a single chip set.

Approach. We propose to incorporate event detection based on distributed
sensors as an integral part of orchestrating WSN communication. If events
are received by multiple sensors in close proximity w.r.t. space and time,
nodes can leverage the sensor signal for synchronization. Following an
event trigger, nodes activate their radios and form an ad-hoc network that
enables the characterization and reporting of co-detections with minimum
overhead. Communication only occurs as events appear and is bounded
by their physical characteristics, effectively alleviating the elementary
conflict between duty cycle and latency inherent to other reactive schemes.
Through local processing and filtering, irrelevant events are suppressed by
an application-specific filter, such as a threshold on the number of nodes or
the signal intensity. Only events of interest are compressed and reported
to the data sink. Our scheme ensures that at each step (synchronization,
local aggregation, and reporting), energy is only spent on events deemed
relevant, and that such critical events are detected with minimal delay.
With STeC, we make the following core contributions:

« We show that local aggregation of information in short-range ad-hoc
networks enables us to filter the majority of events and improves
energy efficiency, discussed in Section 4.3.1.

« We present a unique design for low-power communication protocols
to reduce detection latency through a symbiosis of short- and long-
range radio links in Section 4.3.2.
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« We demonstrate that exploiting the correlation of physical events
both in the spatial and temporal domain can benefit communication
schemes greatly, as shown in Section 4.3.3.

« We develop methods to reliably discover and synchronize active
sensor nodes in Section 4.4. A novel scheme is introduced to
efficiently establish an ad-hoc network and leverage this knowledge
to suppress futile data acquisition.

In Section 4.5, we present our open-source hard- and software implemen-
tation which we thereafter use for proof-of-concept testing. Based on real-
world traces from a WSN deployment as well as synthetic events, we
evaluate STeC in a variety of settings and validate its efficacy in a 7-month
deployment for rock glacier monitoring in alpine environments, presented
in detail in Section 4.6.

4.2 Related Work

Duty-cycled wireless networking. Synchronous low-power wireless proto-
cols have proven their utility in countless applications for long-term
monitoring with recurring traffic patterns [BvRW07, MELT08, IBS*10,
WC19]. Initiated by Glossy [FZTS11], CT leverage topology-agnostic, low-
latency, and highly reliable network floods to efficiently disseminate data to
all nodes [ZMS20, FZMT12]. While this concept has shown to work well for
one-to-many [SDFG*17] and convergecast networks [IMPR16, TVL*20], it
still requires periodic network synchronization and scheduling, thereby
inherently trading off communication latency and energy consumption.
STeC uses CT to quickly establish ad-hoc networks, aggregate data with
low latency, and spread energy costs, but eliminates the dominating
scheduling overhead.

Event-based communication. Previous efforts to avoid this trade-off have
employed wake-up radios and leverage their extraordinarily low idle lis-
tening costs for long-term event-based communication [SBBT15, SFBT19].
Similarly, a combination of wake-up radios and LoRa radios has been
proposed to reduce the costs of long-range links [PMMB18], whereby
local clusters remain synchronized to the data sink. While this concept
has been applied to environmental monitoring and has been shown to
significantly reduce communication overhead, the requirement for addi-
tional, highly specialized hardware as well as the frequent erroneous wake-
ups and the severely restrictive range of 45m [SMB*15, PMK*17] with
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and 15m [SBBT15, CCB"13] without line-of-sight limits its applicability.
Schemes such as CTP-WUR [BPS16], which combine secondary wake-
up radios with primary radios to extend this range, depend on up-to-
date topology information and hence also require periodic activation
of the entire network. Without the additional cost and complexity of
dedicated hardware, protocols have been mostly constricted to reducing
communication overhead in times of inactivity [SDFG*17, SSB10, MEB09].
Local collaboration to prevent the high energy costs of long-distance
communication by removing a false positive event detection early on has
been investigated for monitoring applications [HSR16]. The formation of
a local network for each event has been shown to benefit area surveillance
through a distributed evaluation algorithm [WDA"12]. This prompt sup-
pression of superfluous data is beneficial for reliability and robustness and
permits significant energy and latency savings. In particular, the partial
information of aggregate queries is gaining interest for low-power wide-
area networks (LP-WANs) [GYR*20]. Instead of introducing additional
system complexity and costs, STeC’s novel sensing-based coordination
directly leverages the underlying physical events to synchronize local
ad-hoc networks and suppress events that do not match given criteria
before transmitting them on LP-WANSs. This permits us to both eliminate
scheduled communication overhead and reduce event detection latency.

Sensing for environmental monitoring. While continuous digital sensing has
been shown to achieve hundreds of hours of lifetime [DGA*05], such
devices have idle sensing costs in the order of multiple mW. To avoid
this, analog trigger front-ends have been previously introduced to discover
seismic events more efficiently using geophones [JKD*07, MFCP*19]
and a variety of other sensors [MMF*07]. However, communication was
disregarded in these cases and data was assumed to be collected oppor-
tunistically or in periodic batches. Previous work on structural monitoring
using seismic events requires periodic low-power listening [PHC04] and
leverages a transmitter with unrestricted power to wake up the network on
demand [LHV*09]. In contrast, STeC’s communication design is inherently
coupled to its sensor triggers and reveals a mutual symbiosis of both
reducing communication costs based on sensor input as well as limiting
sensing costs if local network traffic identifies an irrelevant event.
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4.3 Design Goals and Principles

While only co-occurring events are relevant in the considered application
scenarios, traditional protocols either spend excessive energy on directly
reporting all events to the data sink for processing or regularly collect
data with a high detection latency. With STeC, we develop an event-driven
protocol that aggregates events in ad-hoc networks and forwards the joint
co-detection to a central entity. We thereby exploit the spatial and temporal
correlation of sensor triggers originating from a single physical event to
efficiently co-detect events. In this section, we give an overview of STeC
and its six protocol stages and introduce a formal model of event co-
detection, which we illustrate in a real-world case study of seismic events.

Setting. We target a set of M resource-constrained sensor nodes which
can locally communicate over short-range links within the propagation
radius of the physical event. Each sensor node m is equipped with a
sensing system that can trigger further processing of samples as well as
communication upon detection of a sensor event. We suppose an event-
driven hard- and software architecture, i.e., the node is primarily in a low-
power mode but is activated by the occurrence of an event to characterize
it. In addition, physical events that fit application-specific patterns must
be reported with minimal detection latency to a data sink kilometers away
that is only accessible via a long-range link. This data sink is placed at a
location where resources are unconstrained and can serve multiple sensor
clusters in the vicinity. In summary, sensor nodes are sensor-triggered
and support two kinds of wireless links, namely short-range between
themselves and long-range to a data sink.

4.3.1 Local Event-based Aggregation

To efficiently detect co-occurring events, we leverage three key insights:
First, a communication scheme that exploits correlated sensor-initiated
triggers instead of timers can inherently confine its activity to locally
involved sensors and does not require periodic activation of the entire
network. Second, because of the restricted time window during which
a physical event causes sensor events, we can limit communication to a
brief interval directly after a sensor event and return to sleep thereafter.
Third, co-detections of multiple sensors are rare and therefore incentivize
a scheme that quickly detects lone wake-ups of a single sensor node. Early
termination enables us to abort sensing and communication for irrelevant
sensor events which do not fulfill filtering criteria. STeC integrates these
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insights to achieve energy-efficient co-detection and low-latency event
reporting. While we give a detailed description in Section 4.4, we briefly
sketch the short- and long-range communication scheme as depicted in
Figure 4.3 in the following paragraphs.

Nodes remain in their low-power mode and are exclusively activated
if their sensor detects an event. Through analog trigger front-ends, this
can be achieved with a power draw in the order of pW. After the physical
event has occurred, its signal propagates through the media and arrives at
sensor m with a propagation delay of §,,. As nodes are triggered depending
on their individual distance to the source, this results in a staggered
wake-up throughout the network; while some nodes might already be
synchronized, others receive the trigger with varying delays. We resolve
this correlated but asynchronous activation through a technique inspired
by Low-Power Probing [MELT08]. As soon as the sensor receives an
event, the node enables its radio and starts listening. Simultaneously, a
timer is set, which causes the node that first received the event to be
activated earliest and flood a wake-up signal after a maximal propagation
delay AT, thereby ensuring that all nodes within reach of the physical
event have been triggered. Listening nodes directly synchronize to the
wake-up and can immediately join the ongoing network flood without
requiring further coordination. To quickly detect a lone sensor trigger and
avoid futile protocol stages, a node sends multiple packets according to a
unique pattern as described in Section 4.4.1 so active sensor nodes mutually
discover each other.

As each physical event can generate a different ad-hoc network, it
must always be bootstrapped from scratch. To do so, nodes perform leader
election by exchanging packets based on their ID as shown in Section 4.4.2.
The leader then announces a schedule containing a slot per node in the
network to tightly synchronize the ad-hoc network and aggregate data.
After activated nodes have exchanged their sensor events, an application-
specific filter determines whether the co-detected physical event should be
reported to a data sink.

4.3.2 Ensuring Connectivity to the Data Sink

As a data sink is typically situated in a location with Internet access and
sufficient energy to support continuous listening, reachability from all
remote sensor nodes via short-range links is not guaranteed. Furthermore,
multi-hop connectivity cannot be assumed even if the data sink is in
the vicinity of the sensor network as the ad-hoc network only consists
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of a subset of sensor nodes. To resolve this issue, we make use of the
ability of modern radios to transmit with modulations for both short- and
long-range links using a single chip set [Sem23]. In case the co-detected
event has not been filtered following data aggregation, a node assigned
by the leader reports the compressed event information to the data sink,
as described in Section 4.4.3. This occurs on the long-range link with
single-hop connectivity. Because STeC primarily uses short-range links and
as most events are locally filtered, congestion on the long-range link is
minimized. An acknowledgment from the data sink ensures the successful
reception of a critical event and allows for retransmissions if needed.

4.3.3 Exploiting Spatial and Temporal Correlation of
Events

In order to exploit the spatial and temporal correlation of sensor events,
protocol parameters need to be adjusted accordingly. In our application
scenario, each one originates from a physical event ¢ occurring at time .
A sensor event o, can be described by a tuple

O'm = (m>f» tm)

where m denotes the detecting sensor, f the associated features (such as
duration and signal intensity) and t,, the time when the event was triggered
at sensor m. As the sensors are within proximity of the physical event,
we assume a maximal propagation delay 6, = t, —t, < AT and hence
|6; = 6;| < AT for all i, j € M, where M is the set of sensor nodes.

We suppose that a set of sensor events is relevant if they occur close in
time and space, as they are highly likely to originate from the same physical
event. In such a case, we talk about co-occurring events. Given a set of
sensor events %, we distinguish between co-occurring events of degrees d,
where d corresponds to the number of nodes detecting a single physical
event. Informally speaking, a set of d sensor events are co-occurring if
they happen within a time interval AT, after which a physical event has
reached all sensors. More formally, the set of all sensor events o, € X can
be partitioned into subsets ¥4 for 1 < d < M using Algorithm 1, where
each element of %, is a set of exactly d co-occurring events.

The purpose of the sensor network is to focus on and report such co-
occurring events to a data sink, where a high degree d corresponds to
a major event of critical importance. As our application requirement is
to report co-occurring events of degrees larger or equal to the reporting
threshold D, subsets 2, for all d > D must be detected. STeC’s goal is
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Algorithm 1 Partition of a set of sensor events into sets of co-occurring

events.

Input: Set of events o, € 2 with o5, = (m, f, t,) ; number of sensors M ; maximal
propagation delay AT.

Output: Sets of co-occurring events Xz of degree 1 < d < M.

1: Bg:={}foralll <d < M;

2 ty:=—-co;d=1;C:={};

3: while X # {} do

4: determine event oy, with smallest ey in X ;
5: 2 =2\ {0next} ;

6: if tpext < to + AT then

7: C:=CU{opext};d=d+1;
8: else

9: g =24UC;

10: C:={0next} s d =110 := tnext
11: 343 =2,UC;

to efficiently and reliably report all relevant subsets above the threshold
to the data sink. To achieve this, we aim for an energy-efficient and low-
latency distributed implementation of Algorithm 1 directly within the
sensor network. Note that the distributed algorithm does not distinguish
between multiple simultaneous physical events and a single large physical
event. Since in both cases, multiple sensors could be triggered at the same
time, the root cause must be analyzed during post-processing.

Co-detection. If a set C; € X4 is successfully communicated to the data
sink, co-detection has occurred. To obtain such a set of sensor events
that are associated with a single physical event o, we exploit two sensing
properties. First, as o propagates, it triggers sensors in increasing order of
their distance to the source. It therefore usually only activates a connected
multi-hop network of sensor nodes and inherently leverages the spatial
correlation of sensors. In case of blocked signal paths without line-of-sight,
this assumption might be constricted to physical events within the range
of wireless communication. Second, it does so with a propagation delay &,
depending on its propagation velocity and distance to sensor m. This allows
us to upper-bound the maximal delay AT based on the spacing of sensors
and utilize the temporal correlation of sensor events. STeC’s location- and
time-based communication permits us to inherently focus on co-detections
and filter out irrelevant events.
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d | 1] 2] 3] 4] 5] 6] 7] 89+
|Zd| 4044 | 253 79 34 12 8 7
[241/I=1[%] | 910 | 57| 1.8 |08 | 03] 02|01 | 02] 0.1

Table 4.1: Most physical events are only received by a single sensor. Co-occurring
events with a high degree are rare, as they require a physical event with a large
magnitude to trigger multiple sensors.

Case study: Seismic event detection. As a real-world example of co-
detections, Table 4.1 contains seismic events that have been collected
by a network of M = 32 seismic sensors on a rock glacier at
Dirruhorn, Switzerland, over a period of 17 months through a traditional
schedule-based solution [SDFG"17]. A maximal propagation delay
AT =100ms [FFBV19] and |2| = Zy:ld - |24| = 5154 sensor events
result in a total number of Zy: 1 |Zal = 4444 detected physical events.
Previous work [FFBV19, MFCP*19] has demonstrated that event co-
detection is essential for the recognition of imminent catastrophic failure
of the underlying rocks and hence critical for early warning systems. In
this scenario, gravitational slope failure high above the valley floor must be
reported with minimal detection latency to installations further below that
can then restrict access to roads and rail lines or initiate the evacuation of
populated areas.

Status quo. As shown in Figure 4.2, a co-detection with a high degree
occurs sporadically and does not require the periodic activation of the
complete network, as many sensors experience long intervals without
receiving any sensor event. If traditional schedule-based data collection is
employed, co-detections are only obtained retrospectively during the post-
processing of all data, resulting in an inefficient over-reporting of events
and significant delays due to the periodic data aggregation. This follows as
current protocols are agnostic to the underlying event characteristics and
do not exploit their spatial and temporal characteristics. As an example,
with a reporting threshold D = 6, up to 99.5 % of all physical events could
already be filtered through event-based local processing.
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Figure 4.2: The co-detection degree d varies significantly over time for our case
study, with up to 13 nodes being activated by a single physical event. We find that
events frequently appear in clusters, with 50 % of physical events occurring with
an event interval of less than 3.35 s after a previous one. 23 % of physical events are
separated by more than 20 min and show long periods of inactivity.

4.4 STeC in Detail

After having presented the principles behind STeC in Section 4.3, the
following section dives into the details of the scheme as shown in Figure 4.3.
We first demonstrate how to obtain coarse-grained synchronization from
asynchronous triggers and efficiently detect lone wake-ups. Thereafter, we
present a time-efficient bootstrapping method for an ad-hoc network and
illustrate how to reliably exchange sensor data and efficiently report it to
a central entity.

4.4.1 Synchronization and Mutual Discovery

Staggered wake-up. STeC exploits sensor triggers for asynchronous wake-
ups. The individual propagation delays J,, result in a staggered wake-up
with sensor nodes receiving triggers one after another. To sufficiently
synchronize for network communication, we must first obtain a common
time reference. As the maximal propagation delay AT depends both on
the spacing of the network and the propagation velocity of the media,
this value is deployment-specific. While some events such as smoke
spread (5m/s [ABK*19, KHY98]) or explosions (343 m/s [SML*04]) are
relatively slow, even seismic waves propagating through rock at up to
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4000 m/s [ES07, GHL*20] still result in maximal propagation delays up to
100 ms [FFBV19]. For wireless communication, which requires millisecond-
level accuracy to efficiently exchange packets, directly synchronizing on
sensor triggers is insufficient.

Therefore, STeC uses an additional radio wake-up signal to obtain
timing accuracy in the order of single milliseconds independent of the
event type. When a node receives a sensor trigger, it starts listening on
its radio. In parallel, a timer is set to initiate the transmission of a wake-up
signal after a delay 7,,,, = AT. This ensures that even if a sensor is co-
located with the physical event source, all nodes within event reach have
already been activated before a wake-up signal is sent. If a node receives
a wake-up, it cancels its local timer and synchronizes to the packet. The
maximal time uncertainty within the ad-hoc network at this step is solely
determined by the radio-specific switching time tg,,;;c, from listening to
preamble transmission, with tg,,;;c;, = 1.15 ms for our implementation. This
follows as multiple nodes can be close together and start their own signal
transmission just before being able to receive the one of others. Notice
that as only the detection of a preamble is needed, the wake-up signal can
still be recognized even if packets are sent concurrently. After this stage,
active nodes have reduced the timing uncertainty due to the asynchronous
wake-up to single milliseconds. However, as multiple nodes can detect an
event quasi-simultaneously, the wake-up signal itself does not yet provide a
unique time reference for reliable synchronous data aggregation and leaves
sending nodes uncertain whether others are also active.

Discovery. Because 91 % of physical events only trigger a single sensor, as
shown in Table 4.1, most data exchanges can be preemptively terminated
if a lone wake-up is detected. Therefore, we seek to quickly assert the
presence of other nodes, as subsequent protocol stages are otherwise
executed in vain. Additionally, a single wake-up transmission only permits
time synchronization for single-hop networks. However, multi-hop com-
munication must be supported due to challenging environments with non-
line-of-sight links as sensors are close to the ground and are distributed
over a large, diverse area.

To solve both issues, we propose a novel discovery mechanism called
DiscoSync, shown in Figure 4.4. Instead of transmitting only a single wake-
up signal, each activated node executes an individual pattern of signal
transmissions (Tx) and receptions (Rx). Because nodes synchronize their
pattern based on received signals from others, the wake-up signal floods
the network across multiple hops. As the Tx/Rx pattern is randomized
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Figure 4.4: DiscoSync uses a balanced number of Tx and Rx slots to maximize
the probability of mutual detection, enabling nodes to efficiently discover that a
co-detection is occurring. If no reception succeeds in any slot, a lone wake-up has
been asserted.

based on the node ID and differs for each node, a node has a high chance
of overlapping Rx slots with a Tx slot of activated neighbors and detecting
their presence. Through combinatorial analysis [BDFGG21], we find that
9 slots reduce the probability that a node in our case study with M = 32
nodes incorrectly assesses a lone wake-up to less than 0.1 %, with the failure
probability decreasing even further for larger networks. In case more
false negatives are tolerable, 5 slots already provide a reliability of 99.0 %
and significantly increase the energy efficiency of STeC. Transmission
occurs in the middle of a slot after fg,,;;cp, ensuring that slots sufficiently
overlap despite the limited timing uncertainty of the wake-up signal. After
DiscoSync has finished, sensor nodes have verified the existence of other
activated nodes and synchronized to their transmissions with ps-accuracy,
a prerequisite for subsequent network communication.

4.4.2 Ad-hoc Network Communication

With all nodes synchronized, we can start the exchange of sensor events.
To efficiently disseminate data in a multi-hop network, we leverage
concurrent transmissions (CT), initially introduced by Glossy [FZTS11].
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CT use the principle of constructive interference, where the transmission
of multiple equivalent packets can improve reception quality [ZMS20], as
well as the capture effect [LF76], which allows receiving radios to switch
to the strongest signal. STeC exploits CT’s purely time-based mechanism
to communicate instantaneously in an ad-hoc network. Unlike routing, CT
do neither gather nor require neighbor relationships apart from an upper
bound on the diameter of the overall network to propagate a packet to
all sensor nodes. The fact that all nodes receive the complete set of data
is later on leveraged to distribute the high energy costs of reporting over
long-range links and increase system lifetime by avoiding overload on a
single node.

Leader election. The use of CT requires both scheduling due to its TDMA
nature as well as tight time synchronization so nodes can utilize their
floods efficiently. A naive synchronization approach based directly on
the wake-up signal would be fragile, as nodes might synchronize to
different references, thereby preventing reliable data aggregation. To
deterministically provide a unique time reference, the activated nodes in
STeC first elect the node with the highest ID as the leader of the ad-
hoc network, as shown in Figure 4.5. We efficiently achieve this through
a binary search [CGR02, CD19, CKP12] by initiating synchronous floods
of the multi-hop network based on the unique node IDs. This enables us
to agree on a single reference in a multi-hop network with deterministic
latency, in contrast to most leader election algorithms which either only
work locally or terminate with a significant and often variable delay. To
swiftly determine the highest active ID, [log(M)] slots are utilized, where
M is the number of nodes in the network. In the first slot, all nodes whose
most significant bit is set initiate a flood. Other nodes whose current bit is
not set relay the flood but withdraw themselves from ever starting future
slots, as they know that they do not themselves possess the highest ID.
With the relevant bit for initiating a flood shifting each slot towards the
least significant bit, nodes start to gradually drop out until only the highest
ID remains active.

Data aggregation. With a known leader, the ad-hoc network based on CT
is now established. However, the data aggregation stage in Figure 4.3 does
not follow instantly after leader election has finished. As the sensor itself
requires time to sample sufficient data for the ensuing feature extraction,
the schedule distribution starts with a delay z;4mpie after the initial wake-
up signal. This delay depends on the demands on the application-specific
features f, which can for example include a minimum sampling time.
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Figure 4.5: As nodes 5 and 7 have their most significant bit set, they simultaneously
start floods in the first slot. As node 2 is aware of a higher ID, it does not initiate
a flood in the second slot. However, it is assigned as the reporter by node 7 during
the schedule distribution.

In the schedule distributed by the elected leader, each potential node
in the network is statically assigned a data slot, resulting in M slots. An
activated sensor node then floods its sensor event o, to all other nodes
in the ad-hoc network during its corresponding slot. While this schedule
might initially seem inefficient, co-detection only occurs sporadically
and the actual number of activated nodes is unknown. Furthermore,
a contention-based scheme could result in non-deterministic detection
latencies which quickly soar for the most critical cases where many nodes
co-detect a major event.

Suppressing irrelevant events. While we have previously used the correla-
tion of sensor events, STeC also applies local knowledge of all current
sensor events to finally determine whether the event should be filtered
or reported to a central entity. This enables nodes to refrain from using
energy-intensive long-range links until a relevant physical event that
passes the filter arises.

Filtering occurs based on application-specific requirements and can
include features such as the co-detection degree d, the difference in
propagation delays 6,,, as well as signal-specific characteristics such as
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event duration, number of consecutive triggers as well as extremal and
averaged data points. As it has been shown that the co-detection degree is
a viable surrogate for slope instability in our case study scenario of seismic
events [FFBV19], STeC by default reports all events of degree d larger or
equal to the reporting threshold D.

Exploiting communication for sample termination. The quick assertion of
lone wake-ups and co-detections below the reporting threshold further
allows us to reduce sensing costs. In the majority of cases where a physical
event only triggers a single sensor, our implementation of DiscoSync
determines within 138 ms that no further node is activated. If a co-detection
occurs, STeC can aggregate data in a network of M = 32 nodes within
1.18 s in our implementation and afterward directly terminate sampling
if the physical event is irrelevant. Combining these principles, we show
in Section 4.6.2 that sensing costs can be reduced by 76 % compared to
traditional systems which continue sampling futile data.

4.4.3 Bridging the Gap to the Data Sink

To save energy and reduce detection latency, short-range links are used
for all protocol stages except for the final reporting. Due to the large
distance between sensor nodes and the data sink, a more resource-
demanding long-range link is required to directly communicate over a
single hop and is therefore only used for relevant co-detections. This long-
range link is similarly dependent on the occurrence of sensor events and
always initiated from the sensor network, as only the data sink with its
unconstrained energy resources can afford to be continuously listening
for incoming traffic. The following paragraphs describe how we spread
reporting costs across an unknown set of nodes and support bi-directional
communication despite one-sided contact initiation by a single node.

Reporting. In traditional cluster-based networks, a cluster lead gathers the
data from all associated sensor nodes and forwards their aggregate to
the data sink [ATN14]. However, this significantly increases the energy
consumption of the lead and results in a reduced lifetime. By exploiting
that CT inherently disseminate the complete set of data to all nodes, we can
delegate this communication overhead to any node in the newly-formed
ad-hoc network. By randomly assigning a node per report which changes
for each ad-hoc network, the energy overhead is distributed and the system
lifetime can be significantly extended. While this works straightforward in
persistent networks where the set of active nodes is known, the ad-hoc



4.4, STeC in Detail 95

network differs with each physical event and therefore does not permit
assignment to a node known in advance. On the other hand, if the leader
transmits the assignment after data aggregation, crucial events could be
lost if this single packet does not successfully reach the reporter.

STeC solves this issue by having the node which is closest to an ID
contained in the schedule report the physical event. To do so, the leader
randomly chooses an ID out of the set of known node IDs and already
includes it in the schedule even before nodes have communicated their
events. This ensures that the reporter is uniquely defined within the
network and only shares data if it is aware of its assignment, having
received the schedule. Thereafter, each active node computes its difference
to the assigned reporter ID, whereby a cyclic computation is used that
wraps around from the maximal to the minimal ID. This ensures that each
node has the same probability to be elected if the reporter ID is chosen
uniformly at random. A node then compares its own difference to all other
active nodes and determines whether it is closest. This scheme guarantees
that at least one node will identify as the reporter even if not all packets
are successfully received at each node, as the closest ID will never defer
from reporting and nodes only participate if they successfully received the
schedule containing the assignment.

Reaching sensor nodes. While long-range communication is only initiated
by the sensor network in STeC, WSNs often also require bi-directional
communication from the data sink to deliver information to the sensor
network. The ability to adjust protocol parameters is indispensable for real-
world WSN deployments [BISV08], as optimal settings are hard to estimate
a-priori and may change over time. Duty-cycled networks can schedule
periodic communication to accommodate these needs, but our purely
event-driven scheme requires a more reactive approach. We utilize that
acknowledgments are essential for LP-WANs to ensure that the reported
data has been successfully received by the data sink, as the reporter must
be able to detect the lack of a response from the data sink and retransmit the
packet. STeC leverages this to send commands to sensor nodes by directly
embedding them into the acknowledgment packet. In addition, the data
sink also includes the current global time so nodes can synchronize their
local clocks with each reported event.

Because only one node communicates with the data sink to reduce the
energy consumption, the remaining ad-hoc network must be separately
informed. In the last protocol stage, the acknowledgment is distributed as
shown in Figure 4.3. All activated nodes wake up with a delay 7,c« after
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Figure 4.6: The sensor node consists of a sensor (left), an application processor
(middle), and a communication processor (right).

the data aggregation has terminated to receive the response flooded by the
reporter. A contention slot permits nodes to exchange final information
before the ad-hoc network disbands and each sensor node returns to its
low-power mode.

4.5 Implementation

To test STeC in realistic environments for a case study of natural hazard
warning, we employ a wireless sensor platform consisting of a seismic
sensor with integrated trigger and data acquisition front-end, a processor
for sensor data and event processing as well as a dedicated processor to
control radio communication as depicted in Figure 4.6.

4.5.1 Prototype Hardware

The seismic sensor [MFCP"19] consists of an ION SM-6 14 Hz Omni-tilt
Geophone [ION21] which is connected both to MAX9019 comparators for
dual-sided triggering as well as a MAX11214 analog-to-digital converter
(ADC) to convert the analog signal to digital samples at up to 1000 Hz. An
STMicroelectronics STM32L496VG MCU containing an ARM Cortex-M4F
as well as 1 MB of Flash and 320 KB RAM is used as an application processor
to interface with the trigger and perform the signal characterization. While
the complete signal is logged onto an SD card, the extracted features are
used to generate sensor event packets for a communication processor. To
modularize and reduce system complexity, we follow the dual-processor
paradigm [SZDF*15, BTF*19] and implement STeC separately on an
STMicroelectronics STM32L433CC with 256 KB of Flash and 64 KB RAM.
This MCU controls the heart of the wireless sensor, a Semtech SX1262
868 MHz LoRa transceiver [Sem23]. Supporting both GFSK modulation for
short-range links (< 1km) as well as LoRa for long-range links and a
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high Tx power of up to +22 dBm, this radio provides the opportunity for
both efficient local communication as well as long-range connectivity to
a data sink. The complete sensor node fits into a water- and shockproof
aluminium enclosure measuring 160 X 100 X 81 mm and weighing 1552 g
with a 13 Ah battery.

Research artifacts. We provide all our hard- and software products for
STeC as open-source, including a custom discrete event simulator written
in Python and all event traces used in the evaluation as introduced in
Section 4.6.1. Access to our real-time network monitoring tools as well
as all gathered sensor and communication data is publicly available at
https://gitlab.ethz.ch/tec/public/stec [BDFGG21].

4.5.2 Making STeC Work in Practice

Ensuring precise timing information. To report gathered sensor events to the
data sink, data from all nodes is combined into a single packet. However,
timestamps based on the local time reference of nodes are subject to
individual clock drifts of up to 20 ppm and hence 1.7s/d and strongly
depend on environmental conditions such as temperature [EFD*18] as well
as manufacturing tolerances [SCF*08]. In contrast to duty-cycled networks,
which can synchronize clocks periodically, STeC remains inactive for
prolonged periods of time if events are rare. Therefore, it is inconclusive
to compare local trigger timestamps as initially measured by each node. To
avoid this, sensor nodes compute the time difference between their sensor
trigger and the start of the data aggregation, as this is the first network-
wide synchronized point in time. This extension of a concept introduced
by the ETA algorithm [KDL*06] allows us to obtain relative propagation
delays with sub-ms accuracy even if nodes have not been activated for days
and have experienced significant clock drift since their last event. To still
obtain absolute timestamps as a final data product, timestamps are then
adjusted at the data sink, which has the ability to synchronize itself to
global time through its Internet connection.

Supporting different propagation delays. While systems detecting events
with a high propagation velocity such as light can benefit from a short
staggered wake-up stage, some event types might incur longer prop-
agation delays. To also support physical phenomenons with different
characteristics such as smoke spread or motion, we can leverage the
available radio capabilities which provide carrier activity detection (CAD)
instead of constant listening during the staggered wake-up stage for up to
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Figure 4.7: While some nodes gather up to 6351 sensor events over a period of
17 months on a rock glacier in alpine environments, others are primarily inactive
and experience less than 100 triggers.

Tprop- This specialized radio mode permits receivers to periodically poll
whether a transmission is ongoing and avoid idle listening in-between,
thereby leveraging the long preambles of modulations supporting long-
range communication. We have seen in experiments that this technique
would allow us to reduce listening costs by 75.2 %.

Requesting additional slots through contention. As sensor nodes only have
a single opportunity to disseminate their event data, they are unable to
communicate additional data after the data aggregation has started. As
the latency of this stage increases with the network size and the ensuing
reporting might take several seconds depending on the chosen modulation,
nodes are temporally incapable of reacting to new sensor events. While we
show in Section 4.6 that this limitation only results in a minor detection
loss of 8.8% of physical events that should be reported, STeC caters to
this problem through its optional contention slot. By allowing nodes that
have received sensor events after their scheduled data slot to inform others,
the ad-hoc network can be kept alive and additional data aggregation can
be scheduled. While this mechanism does not involve re-synchronization
based on the newly gathered sensor triggers, we thereby exploit the fact
that subsequent physical events of event bursts often only activate a similar
subset of nodes as is already part of the ad-hoc network. This contention
slot essentially permits nodes to periodically schedule slots during bursts
of activity. In addition, it can be used to retransmit and re-evaluate if a node
detects that its packet was lost during the data aggregation stage.
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4.6 Evaluation

To demonstrate STeC’s efficacy in detecting and reporting rare events, we
first perform an extensive analysis of the communication scheme based on
real-world traces from our deployment. Through simulations, we compare
our method to both a standard single-hop protocol as well as a representa-
tive of state-of-the-art schedule-based multi-hop protocols for event-based
WSNs w.r.t. (i) the energy per event and (ii) detection latency. The simulation
results are validated using synthetic traces on a wireless testbed in order
to expose different detailed aspects of our implementation. Subsequently,
we present insights from our deployment case study where seismic events
are detected in an alpine natural hazard detection application over the
course of 7months. Since validation against ground truth in our case
study deployment is difficult, we have implemented a shorter 15-week test
deployment in an urban setting where ground truth data has been captured
in parallel.

4.6.1 Experimental Setup

Trace-based simulation. In order to analyze and compare protocols that
fit our application scenario of rare event detection, we use a custom
trace-based discrete event simulation [BDFGG21]. This setup enables
us to evaluate months of protocol execution with various configura-
tions. To correctly reproduce communication characteristics in simulation,
we gather detailed energy and timing measurements of our hard- and
software implementation (described in Section 4.5) using the FlockLab
testbed [TDFS*20]. While our simulation supports low-power mode costs,
we exclude them for the rest of this evaluation as they equally affect all
protocols. At 1.7 pA, the low-power current draw of our implementation
is comparable to the 1.4pA that STeC uses on average with default
settings. Our input trace consists of 80675 physical events with a total
of 92803 sensor events over a period of 511days from a deployment of
M = 32 seismic sensors in the alpine setting presented in Section 4.3.3. This
data set contains both days with and without rain to represent a realistic
environment, as raindrops can trigger uncorrelated seismic sensor events.
As shown in Figure 4.7, the number of events varies significantly between
nodes and incentivizes a communication scheme that only requires the
participation of active sensors to save energy.

Base lines. ALOHA [Abr70] represents an event-based protocol that does
not rely on the formation of a local network and serves as a simple
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reference for direct one-hop communication with a data sink. As it cannot
filter events locally, nodes report each sensor event directly over the long-
range link. To avoid packet collisions, we grant it the ability to perfectly
detect ongoing transmissions and delay reporting until the channel is clear.
To showcase how schedule-based schemes can use a local network for
data aggregation, we choose eLWB [SDFG*17]. This protocol is designed
for event-based communication via a persistent network and relies on
periodic schedules for nodes to request slots and exchange data. Similar to
STeC, eLWB relies on CT to flood packets but requires the entire network
to be activated with a default round period of 15s, whose influence we
investigate later on, to remain synchronized and ensure adequate detection
latencies. To simulate long-range reporting, we extend eLWB with STeC’s
reporter assignment scheme. Note that we compare higher-layer protocols
and do not include wake-up radio schemes to avoid restrictions on range
and hardware.

STeC parameters. As for the other protocols, we simulate STeC based
on a real-world deployment of M = 32 sensor nodes and extract its
characteristics from our implementation. Short-range links employ GFSK
at 250 kbps, while long-range links use LoRa with spreading factor 11 and a
bandwidth of 125 kHz, with both links transmitting at +14 dBm for reliable
communication despite non-line-of-sight. We use a delay 7)o, = 100 ms
according to our scenario in Section 4.3.3 and 9 DiscoSync slots to
detect other nodes with a probability exceeding 99.9 % and synchronize
within 138 ms. A delay 7gumpie = 100 ms ensures that key signal features
such as the peak intensity can be obtained. Thereafter, mirroring our
implementation, we flood 65-byte sensor events using CT with three
transmissions for robustness and compress each to 12 bytes for reporting
after nodes finished data aggregation within 1.18s.

4.6.2 Simulation-based Comparison

The main metrics of comparison between the protocols and their variants
are the average energy spent for the communication of each observed
sensor event and the detection latency defined as the time span between
the first trigger in a set of co-occurring events and the time when the co-
detection is reported to the data sink.

Default behavior. To see how the protocols fare, we simulate them in
Figure 4.8 using default parameters as described above and a reporting
threshold D = 2, i.e., each physical event detected by two or more sensors
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Figure 4.8: While eLWB is an energy-efficient synchronous protocol, the rare
occurrence of seismic events results in many unused rounds and a high energy
consumption (notice the logarithmic scale). ALOHA cannot locally filter and must
report each event, which results in high detection latencies during bursts of activity.
Node 24 and 25 are not part of any co-detection and correctly filter their events
locally with STeC and eLWB, but cannot for ALOHA.
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should be reported. We find that STeC enables nodes to spend 52 m]J for
the communication of a sensed event, which is significantly less than
the median communication costs of 308 mJ with ALOHA or 3087 mJ with
eLWB by a factor of 5.83 X and 58.4 X, respectively. The network-wide
energy consumption throughout the deployment amounts to 5.04 kJ for
STeC, compared to 28.10 k] for ALOHA and 375.11 kJ for eLWB. In addition
to event-driven local processing, STeC achieves its high energy efficiency
by reducing costs by 37.9 % through using only 4.76 mJ on lone wake-ups
with DiscoSync and terminating early. For the detection of reported events,
eLWB takes a median 13.49 s through synchronous communication. While
purely event-driven, ALOHA frequently suffers from strong contention
and waits for a median 25.39s until it can successfully report. STeC
combines event-based communication with the efficiency of synchronous
exchanges to achieve a low and highly deterministic median detection
latency of 3.38 s. Through local data aggregation, STeC can filter 79.1 % of
events and avoid reporting them over the resource-demanding long-range
link.

Parameter tuning. The reporting threshold D is the primary tuning knob
of STeC, as it permits adjusting the severity of events which should be
reported independently of event characteristics (affecting 7,,,,) or data
requirements (affecting Zsampre). With a high threshold, only a major
event reaching many nodes due to its large magnitude is reported and
others can be filtered. Therefore, we compare the protocol behavior
depending on D in Figure 4.9. As eLWB spends an average 4016 mJ per
sensed event for periodic scheduling overhead during the 511 days of the
simulated deployment, the difference in reporting costs due to filtering is
minimal. Simulations with increased round periods show that even with
communication occurring every 5 min, this overhead of 365 mJ still exceeds
ALOHA’s energy costs. ALOHA is unable to leverage a raised reporting
threshold, as processing occurs after reporting due to its lack of local
communication. On the other hand, STeC can exploit thresholds and filter
co-detections d < D, reducing communication costs from an average 54 mJ
for D = 2 to 17m] for D = 4. However, as each report contains more
data, the long-range link delay increases the average detection latency from
3.365 to 4.34s.

Next, we investigate how the reporting threshold influences the
number of reported events in Figure 4.10. We find that STeC correctly
reports 91.2% of all co-detections with the default settings of D = 2
and spreading factor 11. In case only larger events are of interest, D =7
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Figure 4.9: The reporting threshold D primarily influences energy consumption for
D < 4, as the long-range communication thereafter does not significantly impact
the overall energy consumption anymore. However, the worst-case nodes in the
network can still suffer from increased detection latencies with higher D.

increases reliability to 97.3 %. The considerable amount of missed co-
detections is due to the long reporting duration with a spreading factor
of 11, during which the radio cannot be used for synchronization to the
next sensor trigger if event intervals are small; apart from collisions,
the simulated links themselves are assumed to be perfect. By requesting
additional slots as described in Section 4.5.2, these missed sensor events
could still be reported if desired. The use of a lower spreading factor 7
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Figure 4.10: As expected, STeC manages to reliably report the most important
events, as they are sufficiently rare for the network to finish reporting all previous
events (top). On the other hand, ALOHA drastically over-reports as it cannot filter
any events locally (bottom).

further mitigates this issue for deployments with frequent event bursts,
boosting reliability to 99.89 % for D = 2 and 100 % for D > 4. However, this
requires the data sink to be positioned closer to the sensor cluster to ensure
that it is still within reach of the lower spreading factor. In our deployment,
discussed in Section 4.6.5, spreading factors below 11 were inadequate for
highly reliable communication to all nodes. On the other hand, ALOHA
depletes its battery by sending all events and thereby reports more than
116 X the relevant packets for D > 6.
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Figure 4.11: Even with consistent co-detections of 5 nodes, STeC outperforms all
schedule-based variants if events occur rarer than every 7.5h. For lone wake-ups,
this already occurs after 46 s.

Event-driven communication exploits rarity. To observe how the sparsity of
events affects energy consumption, we search the event interval beyond
which STeC outperforms schedule-based protocols. For this, we compare
it against eLWB with periods of 15s (default), 1 min, 5min, and 15min
in Figure 4.11 with a constant reporting threshold of D = 2. We run
two synthetic traces of 500 physical events each with either only 1
sensor event per physical event or a high co-detection degree at 5 sensor
events per physical event (occurring fewer than 1% in our case study).
Each physical event is separated by the event interval +25% to avoid
artifacts due to matching schedule periods. Sensor events have a uniformly
distributed propagation delay &, = 0 — 100ms. While eLWB variants
with high scheduling frequencies quickly lose their efficiency, the energy
consumption of STeC is independent of the event interval. We find that
even compared to an impractically long period of 15 min, STeC outperforms
schedule-based protocols in energy efficiency while reporting events with
a drastically shorter latency. Due to DiscoSync, STeC particularly excels
if, as for our case study shown in Table 4.1, most physical events are only
observed by a single sensor and co-detections are rare.
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Figure 4.12: The termination of irrelevant events allows sensors to eliminate
excessive sampling and reduce sensing costs by an average of 76.4 %, with some
sensors saving as much as 95.6 %.

Sample termination.In contrast to other protocols, STeC can quickly
determine whether an event is relevant and terminate sampling if the
number of active nodes is below the reporting threshold. As shown in
Figure 4.12, this enables us to reduce sampling costs by an average of 76.4 %.
Because sensing costs are significantly higher than the communication
costs of our event-based protocol for our implementation, this results in
an effective median lifetime improvement of 3.25 X.

4.6.3 Testbed Validation

To validate our simulation results, we use synthetic traces, which we run
both through our simulator as well as on the FlockLab testbed [TDFS*20].
We simulate 50 physical events with a spreading factor of 11 and an ad-
hoc network of 2 — 9 nodes, where each node in the network receives one
sensor trigger per physical event. Additionally, we set Tsgmpie = 1000 ms to
represent the impact of longer sampling. As demonstrated in Section 4.6.2,
the event interval has no influence on STeC and is hence set to 20 s for all
events to reduce testing time. To emulate sensor events, we use the GPIO
actuation feature of FlockLab, which permits us to individually trigger
sensor nodes at sub-ms granularity while running the same software as
our deployment implementation used in Section 4.6.4 and Section 4.6.5.
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Figure 4.13: Comparisons between our simulation and testbed experiments
demonstrate that the simulator correctly predicts both energy and latency metrics.
However, occasional packet loss leads to a slightly increased energy consumption.
STeC’s reporter assignment successfully spreads the costs of long-range links
across nodes in larger networks.

Network size. We find in Figure 4.13 that our simulator accurately predicts
experimental results of both energy per event and detection latency for
various network sizes. As expected based on our simulations, we observe
that an increased network size can be effectively used by our reporter
assignment scheme, as presented in Section 4.4.3, to distribute reporting
across a larger set of nodes. This enables us to decrease average energy
costs, a dynamic that the testbed runs confirm. Notice that because
each synthetic event needs to be reported, protocol execution cannot
be terminated early, resulting in a higher average energy consumption
compared to the real-world traces. Out of 2200 sensor events, STeC
successfully reports 99.22 % to the data sink in our experiments. Due to
the indoor location of the testbed with non-line-of-sight, sensor nodes
occasionally experience packet loss and are forced to retransmit, resulting
in a slightly higher energy consumption than anticipated.

Event accuracy. As the triggers are known, we further investigate the
accuracy of reported event timestamps. We find that STeC obtains absolute
timestamps with a median accuracy of 185 ps and a maximum of 493 ps
for the 2200 sensor events. For example, this precision would enable us to
determine distances to a seismic event source with sub-meter accuracy and
potentially triangulate it.
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Figure 4.14: In our test deployment, nodes correctly report most co-detections
(Report) compared to ground truth based on logged events (GT), which our
simulation (Sim) reliably predicts.

4.6.4 Test Deployment

In a first phase, we deploy 9 nodes as described in Section 4.5.1 at a local
urban location which permits us to retrieve ground truth data by accessing
the logs on the SD card of the nodes. We spread 6 of them across the rooftop
of an office building, while three are situated within range on a lower floor
to be unaffected by precipitation. Due to ongoing construction work, the
sensor nodes regularly experience seismic triggers. This allows us to verify
that STeC can correctly detect and aggregate physical events in realistic
settings. For comparison, ground truth is computed with Algorithm 1 on
the gathered logged sensor events. Figure 4.14 shows that the sensors
receive up to 43 825 triggers per node over a 15-week period and a total
of 19334 co-detections. We observe that STeC correctly represents the
dynamics compared to the ground truth and reliably reports major events
to the data sink. Using the logged sensor events as an input trace for
our simulator, we find that STeC successfully reports 75.2% of events
despite a noisy environment, including rain on 40 % of days, which causes
frequent uncorrelated sensor triggers. During rain, STeC can misinterpret
triggers by raindrops at multiple sensors for the co-detection of a single
physical event arriving at an event interval that is too short for events to be
constantly reported. As only 7.62 % of events must be reported to the data
sink, STeC performs well at an average energy cost of 21 mJ. In comparison,
ALOHA would spend an average 313 m]J to report all events.
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Figure 4.15: Increased detection rates are frequently correlated with precipitation
events. The increased availability of liquid water strongly affects the downslope
kinematics of active rock glaciers [FFBV19].

4.6.5 Real-world Deployment

To test STeC under real-world conditions, we install 9 sensors for 7 months
in mountainous terrain at 2500 ma.s.l. as shown in Figure 4.16. The sensors
are situated in a cluster at the tongue of a rock glacier where material is
continuously breaking off due to increased slope movement. Therefore, the
data sink is located on the other side of the valley multiple kilometers
away, where the necessary infrastructure can be supported. During our
deployment, we gather 566 sensor events resulting in 275 co-detections as
depicted in Figure 4.15, with 8 physical events being detected by 3 up to 6
nodes. As the main ground motion dynamics are happening in the summer
months and not in winter, the low detection numbers meet expectations.
However, in the last deployment weeks, STeC has detected increasing event
activity, e.g., following heavy rain on March 11, which resulted in 31 co-
detections reported on March 13 and 14 on March 14.

4.7 Summary

With STeC, we develop a novel communication scheme that exploits
the spatial and temporal correlation of sensed signals to effectively
construct and control an ad-hoc communication network. This is the
first time that a network is structured from the ground up by events



Figure 4.16: Distributed sensor nodes detect trigger events when seismic signals emanating from friction within the rock and
sediment mass moving downslope exceed predefined threshold levels. Sensors are located across an area of 50 X 20m on a rock
glacier with movements of up to 5 m/a [FFBV19]. A close-up of a sensor node shows the mounting at ground level to tightly couple
the sensor with the surface.
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as they appear. As such, this approach alleviates the elementary conflict
of synchronous systems between optimizing either for duty cycle or
latency and demonstrates that autonomous formation does not mandate
the integration of neighbor discovery as done in Chapter 2 and Chapter 3.
STeC achieves fast and energy-efficient bootstrapping of a connected
network of nodes, minimizing overhead and idle listening times. We
show that this technique permits a drastic reduction in energy costs as
well as detection latency and is particularly effective for applications
where co-detections are rare. Furthermore, we demonstrate that additional
optimization techniques, e.g., local data aggregation and filtering of events
as well as long-range reporting to a data sink, can be integrated without
affecting the fundamental event-driven wake-up based on sensor events.

Instead of enabling autonomous deployments by eliminating infra-
structure as in Chapter 2, this chapter demonstrates that it can also
be leveraged to boost autonomy if we exploit long-range links while
keeping energy costs low. However, although a data sink is unavoidable
for monitoring purposes, it is a single point of failure (SPOF) whose
malfunction causes the entire system to cease operation. While we have
increasingly reduced such fundamental dependencies, from eliminating
infrastructure in Chapter 2 over the robust orchestration of clusters in
Chapter 3 to entirely ad-hoc cluster formation in this chapter, each chapter
so far still integrated nodes that served a special role. The final Chapter 5
explores whether we can eradicate such distinctions entirely and fully
decentralize wireless networking.
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Concurrent Coordination for
Fault-tolerant Networking

For traditional WSN applications, a centralized base station is necessary
to collect data and serve as a gateway to forward sensor data to the back
end for further processing. We have seen in Chapter 4 that decentralization
based on the exploitation of signal correlations in time and space improves
the autonomy of network formation and only requires dependence on a
particular device if it is unavoidable as a link to the outer world. However,
autonomous resilience is prohibited as long as such connectivity to a single
base station is needed, as it inherently constitutes a single point of failure
(SPOF). While Chapter 3 demonstrated that robust leader election can
alleviate many of the problems of centralized coordination if a set of nodes
only requires cluster-internal information exchange, Demos is still unable
to provide persistent and safe communication when facing node and link
failures. For many scenarios where nodes operate in hostile environments
and must guarantee a reliable communication service, existing network
protocols do not meet the dependability requirements as the failure of
a single node or link can completely disrupt communication and take
significant time and energy to recover.

This chapter presents Hydra, a low-power wireless protocol that
guarantees robust communication despite arbitrary node and link failures.
Unlike most existing deterministic protocols, including the ones presented
in Chapter 2 and Chapter 3, Hydra steers clear of centralized coordination

This chapter is based on [BDFK*23c], [BDFK"23b], and [Kuo21].
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to avoid a single point of failure. Instead, all nodes are equivalent in
terms of protocol logic and configuration, performing coordination tasks
such as synchronization and scheduling concurrently. This concept of
concurrent coordination relies on a novel distributed consensus algorithm
that yields provably unique decisions with low delay and energy overhead.
In addition, nodes leverage pre-established information to maintain reliable
data exchange through concurrent transmissions even when interference
temporarily prevents coordination updates or input from failed nodes
is missing. This ability to guarantee persistent communication despite
ongoing disturbances significantly extends the autonomous resilience
compared to our protocol presented in Chapter 3, where the data exchange
is interrupted during leader election and can only resume once consensus
has been re-established. In addition to a theoretical analysis that provides
formal proofs, we evaluate Hydra in a multi-hop network of 23 nodes.
Our experiments demonstrate that Hydra withstands random node failures
without increasing coordination overhead and that it re-establishes effi-
cient and reliable data exchange within seconds after a major disruption.

5.1 Introduction

The last few years have seen substantial innovations that have en-
abled WSNs with unprecedented dependability. For instance, novel pro-
tocols enable distributed battery-powered devices to reach an agree-
ment [ANDL17b], deliver messages in the desired order [FZMT13], and
exchange data within hard real-time deadlines to meet the requirements of
cyber-physical and Industrial Internet of Things applications [MB]*19]. To
achieve these capabilities reliably and with broad applicability, the concept
of concurrent transmissions (CT) [FZTS11, ZMS20] has been instrumental
in becoming highly resilient to external interference and network topology
changes.

Problem. While such wireless systems are promising for enabling novel
applications in pivotal scenarios, they cannot tolerate the failure of critical
devices or key communication links. However, such failures are common
as WSNs are frequently deployed in hostile or inaccessible scenarios where
extreme weather [BISV08], high ambient humidity [ABC*20, WCPC18],
the presence of living beings [BCN*21, MFCP*19], disasters [CXC"19],
and non-line-of-sight conditions [DCR*22, JP21] render the availability of
devices and wireless links fragile and highly variable.
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Current systems typically adopt a centralized design and suffer from
a single point of failure: If the network coordinator that manages syn-
chronization and scheduling fails or gets disconnected, the entire rest of
the network also breaks down as reliable communication is no longer
possible. This vulnerability stands in stark contrast to the required
dependability of wireless communication in many applications where
even minor system outages may involve significant financial costs and
lead to long-term repercussions [ZCDH12, WCPC18]. Typical scenarios
include autonomous drone swarms [LSD*20], early-warning systems in
harsh conditions [BDFG*21, WBDF*"19], and networks operating under
strong interference [BSS*22] or high dependability requirements [MB]*19].
Designating co-located devices as a failover for the primary network
coordinator cannot solve the fundamental problem, as this approach
is known to provide limited fault tolerance if failures are correlated,
the common case in practice [WC19]. Modern WSNs should have the
liberty to operate independently without requiring pre-assigned backups
or expensive, redundant hardening.

Contribution. To address this problem, we introduce Hydra, the first
fully distributed protocol that avoids centralized coordination to enable
fault-tolerant low-power wireless networking. The fundamental paradigm
underlying Hydra is that every node in the network is equivalent in
terms of protocol logic and configuration, thus avoiding any entity that
maintains a unique state or that serves a special role. The protocol adapts
to the application’s traffic demands while tolerating arbitrary message
losses, temporary or permanent node failures, and sudden topology
changes. Hydra uses distributed processing in tandem with communication
primitives based on CT (i) to continuously track the set of nodes that
is currently part of the network, (ii) to ensure that all nodes that
concurrently compute and distribute a new schedule do so based on the
same information, and (iii) to accurately time-synchronize the network to
achieve high reliability and efficiency.

Concurrent coordination empowers Hydra to take full advantage of
physical redundancy to yield outstanding fault tolerance and dependability
for WSNs. Real-world experiments validate that Hydra’s energy overhead
almost matches that of LWB [FZMT12], a comparable centralized design.
Hydra demonstrates robust, efficient data exchange while swiftly adapting
to changing traffic demands despite arbitrary node failures and severe
communication disruptions. In summary, this chapter makes the following
major contributions:
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« We present Hydra, a communication protocol for low-power WSNs
that excels in its fault tolerance through a novel distributed consen-
sus and synchronization mechanism.

« We provide an algorithmic specification of Hydra and prove its
properties: (i) freedom of harmful packet collisions, thus ensuring
safe operation, (ii) adaptivity to changing traffic demands and
dynamic network topologies, and (iii) persistent data exchange even
under node and link failures.

« We implement Hydra on a microcontroller driving a Semtech SX1262
RF transceiver and provide the code as open source together with
tools for reproducible fault injection [BDFK*23b].

« We evaluate Hydra on the FlockLab testbed [TDFS*20]. Our experi-
ments not only confirm its safety, adaptivity, and liveness but also
demonstrate its fault tolerance at a negligible runtime overhead even
if almost half of the nodes in the network fail.

After defining the problem space in Section 5.2, we provide an overview
of Hydra in Section 5.3, a detailed protocol description in Section 5.4, and
a formal analysis in Section 5.5. We implement Hydra to demonstrate its
efficacy in realistic testbed experiments in Section 5.6, where we show
that Hydra achieves fault tolerance despite a high degree of induced link
errors and prolonged, adversarial node failures. Lastly, Section 5.7 discusses
design trade-offs and limitations of Hydra.

5.2 Problem and Challenges

We first introduce our failure model and derive the objectives and
corresponding protocol requirements to achieve fault-tolerant networking
before analyzing the challenges in Hydra’s design space.

5.2.1 Objectives and Protocol Requirements

Failure model. To ensure general applicability, we assume that communi-
cation can fail in any phase of the protocol. This includes the possibility
that a node can neither receive from nor send to any other node over
prolonged periods. Packet loss may occur at any time and we do not make
any assumption on the loss distribution or correlation between losses. We
consider non-Byzantine failures, i.e., nodes adhere to their specifications
and a packet either arrives correctly or is not received at all. The latter
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follows from corrupted packets being filtered using checksums such as
cyclic redundancy checks (CRCs) and discarded. We further assume that
a node may temporarily or permanently crash at any time.

Objectives. Motivated by cyber-physical and Industrial Internet of Things
applications, we aim to design a protocol that provides reliable low-
power wireless networking under the above-mentioned failure model. In
particular, unlike state-of-the-art solutions, the protocol aims to avoid any
single point of failure by design.

While tolerating faults, the protocol must also achieve the following
objectives: (i) Because of the constrained nature of WSNs, efficient use of
limited resources such as energy and bandwidth is vital. (ii) These resources
should be flexibly allocated so that the network can react to changing
environments and traffic demands. (iii) The protocol must be able to deliver
packets to any node in the network despite dynamically changing, multi-
hop network topologies. Data exchange needs to be highly reliable and
predictable, and therefore packet collisions must be avoided.

Protocol requirements. Based on these objectives, we identify three re-
quirements for a fault-tolerant low-power wireless protocol that must be
satisfied under the failure model described above:

« Safety: Guaranteeing correct operation so that any two nodes never
use the same time slot to exchange data, thereby avoiding packet
collisions that impair reliability.

« Adaptivity: Enabling each non-faulty node to react to changes
in traffic demands and environmental conditions, including the
addition of nodes and the release of obsolete resources.

« Liveness: Ensuring that consistent data exchange is maintained be-
tween all non-faulty nodes that are physically able to communicate
with each other (i.e., remaining network links suffice to transfer
information).

5.2.2 Challenges and Trade-offs

All three requirements must be simultaneously satisfied, yet they are
mutually conflicting. There are four fundamental challenges in meeting
the objectives and protocol requirements outlined above.

First, one central network coordinator is a single point of failure.
Unavailability of this node leads to unstable control loops endangering
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safety [MBJ*19], inefficient resource usage due to a loss of adaptiv-
ity [WC19], or disrupted data flows violating liveness [FZMT12]. Using
backup nodes that take over when the primary network coordinator
fails is difficult as incompatible schedules during handover violate safety
and liveness. Moreover, the fault tolerance of this approach is limited as
correlated failures likely affect both the primary network coordinator and
its backups [WC19], further complicating the handover procedure and
endangering safety.

Second, instead of using a single leader, it is possible to increase
fault tolerance by letting multiple nodes perform network coordination
concurrently. However, the complexity of this approach increases as each
of the participating nodes must base its decisions on the same inputs
at the same time, thereby requiring consensus as soon as more than a
single coordinator is involved. When information is missing, liveness and
adaptivity are at risk.

Third, consensus on these protocol inputs is critical for safety but
is particularly difficult to find when nodes become unreachable due to
temporary or permanent faults. In this case, the set of nodes that have to
agree must be flexible to maintain adaptivity.

Fourth, we either face reduced liveness if only nodes that obtained
the latest inputs can communicate, or we violate safety if nodes with
outdated decisions cause packet collisions. As an alternative to coordinated
communication, both adaptivity and liveness are preserved with un-
synchronized data exchange schemes, but packet collisions may violate
safety.

In the design of Hydra, we have carefully explored this trade-off space,
further discussed in Section 5.7.1. As we will show, Hydra involves all
nodes in concurrent coordination of the network to maximize robustness
and leverages the contention-free data floods to maintain redundant
synchronization without requiring a fixed time reference. Furthermore,
we choose to unconditionally provide safety for reliable, predictable
performance and will hence be forced to occasionally delay adaptivity or
restrict liveness.

5.3 Protocol Design

We introduce Hydra, a fault-tolerant low-power wireless network protocol.
In Hydra, each node in the network is equivalent in terms of protocol
logic and runtime configuration. As a result, network coordination tasks
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Figure 5.1: Hydra works on the network layer and interfaces with link-layer
primitives to make fault tolerance available to the application. The three individual
components of Hydra are explained in further detail in the respective subsections
denoted in grey.

such as time synchronization and scheduling are distributed across all
nodes and run concurrently. A formal analysis in Section 5.5 shows that
Hydra provably satisfies safety, adaptivity, and liveness under arbitrary
node and link failures. We first describe the protocol interfaces and
provide an overview of Hydra and the mechanisms to achieve concurrent
coordination.

5.3.1 Overview

Existing designs, presented in Section 5.8, have a single point of failure that
limits their fault tolerance. While the crash of a centralized coordinator for
scheduling and synchronization directly impairs the networking capabil-
ities [FZMT12, HL20], even partially decentralized solutions [DANLW 15,
KKK19, KKK21] rely on topology information like the routing tree of RPL-
based protocols [WTB*12] for coordination that roots in a single device.
However, modern communication primitives such as CT [ZMS20] permit
reliable and topology-agnostic communication on the link layer if nodes
are sufficiently synchronized. Based on this insight, Hydra adds a network
layer that sits between the application and the link layer (see Figure 5.1)
and guarantees fundamental properties through concurrent coordination.
As detailed in Section 5.4, it includes novel concepts for bootstrapping
the network, finding distributed consensus on network membership, and
scheduling persistent communication.
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Application layer. Hydra provides accurate network-wide time synchro-
nization as well as a bi-directional communication service. The application
submits its traffic demands to Hydra, which then takes care of facilitating
corresponding communication resources.

Link layer. Hydra can be based on many communication primitives, as
we will show in Section 5.5 that its safety is formally proven without
relying on the primitives’ reliability. However, CT have become the basis
for countless robust and efficient multi-hop wireless protocols [FZTS11,
HMZ18, ZMS20]. Network flooding permits predictable communication
at high throughput and low latency, with its broadcast nature making it
ideally suited to exploit physical redundancy in a system. Due to topology-
agnostic message passing based on concurrent forwarding across hops,
these primitives seamlessly handle network changes. In Hydra, we employ
a combination of two classes of such communication primitives.

All-to-all primitives such as Chaos [LFZ13] and Mixer [HMZ18]
exchange per-node information for network coordination. Nodes indepen-
dently send and receive in consecutive contention slots and continually
adapt packets so that information efficiently propagates through the
network. However, they require tight synchronization as a prerequisite to
receive packets based on the capture effect [LF76].

One-to-all floods like Glossy [FZTS11] reliably disseminate data pack-
ets. The initiator of the flood requires an exclusive time slot through
scheduling for contention-free communication and serves as a unique time
reference for (re-)synchronization.

By combining the ability of these all-to-all primitives to exchange
scheduling information based solely on a shared time basis with the
capability of fast network flooding to tightly synchronize a multi-hop
network, Hydra creates a symbiosis on the link layer that empowers nodes
to fully decentralize network coordination.

5.3.2 Hydra in a Nutshell

Hydra includes several dedicated mechanisms to fulfill its three protocol
requirements. Next, we introduce the protocol structure and outline the
algorithm presented in detail in Section 5.4.

Structure. Communication in Hydra occurs in rounds. As shown in Fig-
ure 5.2, each round consists of three phases: To ensure safety, a contention-
free data dissemination (DD) phase permits nodes to reliably exchange data.
To determine an adaptive schedule that allocates such exclusive time slots,
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nodes exchange their demand during the schedule negotiation (SN) phase.
Lastly, the newly computed schedule is shared in the schedule distribution
(SD) phase so nodes can independently communicate without permanently
requiring each other’s input and preserve liveness.

Hydra executes such rounds of period T for a network N of N nodes i
with N = {i e N | 1 <i < N}. An epoch consists of F rounds and defines
the rate at which the schedule may change.

Data dissemination. During the DD phase, each node that knows a schedule
initiates a one-to-all flood if it is the owner of the current slot and otherwise
assists in propagating a packet by concurrently retransmitting it after
reception. Application data is exclusively disseminated in this phase, with
each initiator serving as a time reference to re-synchronize without a
centralized entity.

Schedule negotiation. Nodes may leave at any time due to volatile links or
node failures and may (re-)join. Hydra permits a flexible set of nodes to
form a network and determines a schedule that reflects the dynamically
changing bandwidth demands of nodes.

To ensure that concurrent coordination finds consensus on the set of
participating nodes and their bandwidth demands, network membership is
determined dynamically during the SN phase. To this end, nodes maintain
a local notion of whom they consider part of the current network as
membership flags and exchange these flags in the SN phase. By awaiting
and merging information from all expected nodes, a unique decision among
all nodes of the current network can be guaranteed, as formally proven in
Section 5.5.

To compute the next schedule, each node determines its request (e.g.
the number of slots it desires) according to its current demand and known
schedule. During the SN phase, nodes aggregate schedule requests and
memberships flags from other nodes using all-to-all messages, as explained
in detail in Section 5.4.2, and update the minimum and maximum schedule
versions they have encountered. At the end, they have the ability to
determine the next schedule if (i) they have obtained the complete set of
information, meaning that they have received requests from all nodes that
are part of the current network, i.e., whose membership flags are set after
merging, and (ii) all these nodes have the same schedule version. The next
schedule can then be computed using a deterministic algorithm based on
the current schedule and this complete set of information.
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Figure 5.2: Each round in Hydra consists of three phases. During data dissemination (DD), nodes exchange application data according
to a local schedule and synchronize with each other. During schedule negotiation (SN), requests are aggregated to compute the next
schedule, which will be flooded during schedule distribution (SD) to ensure reliable progress. Throughout an epoch consisting of
multiple rounds (e.g. three in this illustration), information regarding network membership and demand is accumulated to reach
consensus and enable distributed scheduling.
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Schedule distribution. During the SD phase, nodes that have computed the
next schedule use a single, concurrent one-to-all flood at the end of an
epoch to distribute it to others that have been unable to do so themselves or
newly joined. In case some nodes have missed a previous update and still
use an older schedule, the most recent schedule will be retransmitted by
updated nodes. A node knowing the next schedule, having either computed
it or received it from others, will start using it after the end of the epoch.

5.3.3 Concepts to Ensure Fault Tolerance

To ensure that Hydra does not suffer from a single point of failure and
simultaneously provides safety, adaptivity, and liveness, we develop three
specialized components represented in Figure 5.1.

Ensuring safety: Distributed synchronization. To make sure that data ex-
change does not interfere, nodes must be reliably synchronized. For this
purpose, the initiators of slots in the DD phase provide a unique time
reference. Initial synchronization is achieved through a bootstrapping
algorithm, introduced in Section 5.4.1, on a separate channel to prevent
interference with an existing network.

Safety of the DD phase further requires that all used schedules are
compatible, i.e., they do not assign slots to two different nodes. This is
achieved by guaranteeing that (i) at most two successive schedules are
present, (ii) successive schedules are compatible, and (iii) only a single,
connected network operates at any point in time to avoid inter-network
interference, as we will show in Section 5.5.

Ensuring adaptivity: Flexible network membership. If schedule computation
depends on input from all nodes, node failures block progress [ANDL17b].
To permit nodes to join and leave the network anytime while safely
adapting scheduling, Hydra requires consensus on a flexible set of nodes
that form the members of the current network. By exchanging the local
notions of reachable nodes in the SN phase, elaborated in Section 5.4.2, we
provably guarantee that a schedule is only computed if the input from all
nodes in the current network is obtained and that the result is unique.

In the case of link failures resulting in a missed schedule, future
schedule computations fail due to a schedule version mismatch and
progress would be permanently prohibited. To preserve adaptivity, nodes
knowing the most recent schedule must detect this case and retransmit it
in the SD phase, giving other members the chance to catch up to the rest of
the network so progress may resume.
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Figure 5.3: Bootstrapping nodes start independently and synchronize if a majority
of the N = 4 nodes in this example exchange their information on the boot channel.
As seen for node i = 4, a node can also join an existing network when listening on
the main channel.

Ensuring liveness: Local schedules. Synchronously changing schedules in-
curs the risk that nodes must halt communication when coordination is
disturbed and consensus is unclear. To preserve liveness during such tran-
sitions between schedules, the conditions of Hydra’s scheduling algorithm
introduced in Section 5.4.3 ensure that two successive schedules cannot
interfere. Therefore, nodes can asynchronously update without restricting
anyone’s ability to keep exchanging application data. To continuously
maintain this compatibility between used schedules, the schedule versions
ensure that a new schedule is only computed if all nodes have obtained
the previous version. Therefore, a known schedule guarantees safe data
exchange even if coordination is temporarily prohibited.

5.4 Hydra in Detail

Next, we take a closer look at Hydra’s algorithms and first show how
a Hydra network is initially formed. Then, the concept of distributed
consensus based on flexible network membership is presented. Lastly, we
discuss how careful scheduling provides liveness and safety.

Notation. L denotes a variable containing no information. The operator o
combines sets whose elements may have the value L as follows: L o L =1
andao L=1 oa = aoa = aforany value a # L. Combining a # b with
a,b # 1 is undefined. The operator V is the element-wise OR with 0V 0 = 0
and1V0=0v1=1Vv1i=1
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5.4.1 Bootstrapping

After a reset or lost connectivity with a majority of nodes, a node must
discover other nodes to synchronize or assemble a new network. Hydra’s
bootstrapping algorithm described in Algorithm 2 requires no pre-existing
synchronization and terminates with the node being synchronized to a
majority of nodes. It further sets the initial conditions for Algorithm 3
as introduced below, i.e., the current membership flags M[j], the latest
schedule version v, schedule S° and epoch offset f, and values Vj € [1,N] :
Celj] « 0,Vj € [1,N] : I[j] « 0, updated < 0, and retransmit < 0.

To not endanger the safety of a pre-existing network, the execution
of the bootstrapping algorithm as shown in Algorithm 2 occurs on a
separate boot channel cpyy;. To synchronize, each node randomly chooses
whether it should listen on the main or the boot channel for a non-
deterministic duration, depicted in Figure 5.3. On the main channel ¢4y,
it synchronizes to an existing network in line 4 if it receives a packet,
for which it uses the function EPOCH_OFFSET to derive the required
network parameters, or reboots otherwise if no existing network is
discovered in line 14. On the boot channel cpo, a node floods a sync
packet in line 16 if it has not received a packet to which other listening
nodes align in line 4. Nodes then aggregate information and sum the
number of encounters. If a majority of nodes has exchanged information
as affirmed in line 28, the newly founded network synchronizes based
on the transmission time of a confirmation packet using the function
TX_TIME and simultaneously switches to Algorithm 3 in line 43 after
At > F - T. Note that bootstrapping is opportunistic and does not
fulfill the requirements in Section 5.2.1. However, as it can be arbitrarily
restarted without affecting the performance of Hydra’s normal operation,
it guarantees synchronization after termination and enables liveness.

5.4.2 Consensus on Network Membership

Hydra guarantees safety under any failure by design. To achieve such
robustness despite nodes joining, leaving, or even failing, reliably deciding
on the set of nodes whose requests r} are considered for a new schedule
is paramount. While quick convergence is desirable for adaptivity, the
mechanism’s key property is that its result is provably unique if consensus
between a set of nodes is found.

Consensus. To make unique decisions for a flexible set of nodes, we
introduce the membership flags M, which reflect a node’s local notion
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Algorithm 2 Protocol behavior of node i during bootstrapping

1: YD (synchronization distribution) phase

2 ¢ « PICK ({€mains Cpoot }) 5 tiisten < PICK([0,K)) - Tyior 5

3 if (packet q received within #;;,,) then

4 synchronize to packet ;

5: if (¢ = ¢main) then

6: v« 0;f < EPOCH_OFFSET(q) ;

7 synced < 1; updated < 0 ; unchanged < 0 ; retransmit < 0 ;
8 forallk € [1,K] do

9

: SP[k] < L;
10: forall j € [1,N] do
11: Celjl «— 0;1[j] < 0; M[j] < 0;
12: switch to Algorithm 3 ;
13: else if (¢ = cpqin) then
14: restart Algorithm 2 ;
15: else
16: send sync packet ;
17: YN (synchronization negotiation) phase
18: Initialization
19: synced « 0 ;
20: forall j € [1,N] do
1 ifj=i
21: M[jle{ BT

0 otherwise ’

22: Sending

23: send packet p = (M) ;

24: Receiving

25: if (packet g = (M) received) then
26: M—MvV Mq ;

27: Final

28: if (Xjep,n MLj] > N/2) then
29: synced < 1;

30: YD (synchronization distribution) phase
31: if (synced = 1) then

32: send sync packet p ; 7 «— TX_TIME(p) ;
33: else if (sync packet g received) then
34: synced «— 1;7 < TX_TIME(q) ;

35: End of round
36: if (synced = 1) then

37: wait until 7 + At ;

38: v 1;f « 0; updated «— 0 ; unchanged — 0 ; retransmit < 0 ;
39: forall k € [1,K] do

40: SP[k] « L

41: forall j € [1,N] do

42: Celjl < 0;1I[j] < 0;

43: switch to Algorithm 3 ;
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of whom it considers part of the network. The flags remain constant
throughout an epoch, i.e., M[j] = 1 if the node expects node j to be
reachable as part of the current network and M[j] = 0 otherwise. Note
that nodes may differ in their view of the current network and may have
unequal membership flags.

The key to reaching consensus can be found in how the membership
flags are used during the SN phase, which is illustrated in Figure 5.4. Instead
of only gathering schedule requests R’ from the nodes whose flags are set in
M, each node also merges the information on network membership that it
receives from others into the temporary membership flags M’. Information
is only merged (line 18 in Algorithm 3) if both transmitter and receiver of a
packet consider each other members of their network (line 14), as discussed
below in more detail. This merging mechanism prevents the computation
of a new schedule until a node has obtained all the required information
(membership flags M and requests r7) from all nodes it considers part of
its network as well as their merged notion of the network (line 20). We call
such a set where the corresponding request is known for each temporary
membership flag, i.e., Vj € [ILLN] : M'[j] =1 = R'[j] #1, a complete set
of information.

Merging criteria. A node only accepts information from another node if
both consider one another part of the same network. Checking whether
nodes expect each other is done by verifying that a node i is part of the
temporary membership flags of j and vice versa (line 14). This acceptance
check is crucial to prove the uniqueness of the complete set of information,
presented in Section 5.5, and especially relevant for asymmetric links, as
discussed in Section 5.6.5.

Updates. To update the membership flags and maintain adaptivity, we
introduce the connectivity counters C, and C, which persist for a round
and an epoch, respectively. Whenever a request r from node j is received,
Cr[j] is set (line 13). At the end of the SN phase, C.[j] is incremented
if a request from node j has been received (line 32). Finally, at the end
of an epoch, a node j may stay in the expected set of nodes in M if its
request has been received at least Cyz,, times or it may join if C.[j] = Cjoin
(line 13). Otherwise, it is removed from the local membership flags and
not expected anymore for consensus. Therefore, C, serves as a means to
update the current network structure and offers flexibility to the system
designer. Usually, one might set Cysy, < Cjoin 50 a node that already joined
the network is likely to stay and scheduling is not disturbed. Decoupling
these two thresholds permits setting a high entry level to the network (by
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Figure 5.4: During the SN phase, membership flags and schedule requests are exchanged to obtain the complete set of information.
In this example, node 4 failed and is not considered part of the network by nodes 1 -3, which can reach consensus without requiring
its input. At the end, nodes 1 and 2 have obtained the complete set of information, whereas node 3 is missing the request from node
1. While node 3 does not initially expect node 1, it correctly determines a lack of information after merging node 2’s packet in the
third slot. As node 3’s schedule version 4 is outdated, nodes 1 and 2 cannot compute the next schedule and will retransmit their
schedule 5 in the following SD phase.
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increasing Cjoi) to enforce reliable communication links while preserving
network stability.

5.4.3 Schedule Computation

To ensure liveness, each node stores its current schedule S°, where
S?[k] € {L} U[1,N] denotes the allocation of a slot k € [1,K] in the
DD phase to a node. However, always transmitting according to a known
schedule might endanger safety unless dedicated mechanisms prevent the
collision of packets from Hydra nodes.

Versioning. The schedule version v uniquely identifies a schedule and
denotes a node’s current level of information. A request r? for the next
schedule must be unique for every schedule version v, ie., it can only
be adjusted when the schedule is updated. We use schedule versioning to
control the pace of adaptivity and ensure that the entire network has been
able to obtain the same scheduling information before applying further
changes to it based on new requests. Nodes independently acquire requests
until they have a complete set of information (line 20), but can only
compute a new schedule if all requests are based on the same schedule
version (line 21). All nodes then apply a deterministic scheduling algorithm
with the current schedule S” and the complete set of information, i.e.,
the requests R'[j] = r from all nodes with M’[j] = 1, as input for the
scheduling function SCHEDULE (line 26). If a node detects that an old
schedule version is still in use based on the minimum schedule version in
the network, the most recent schedule will be retransmitted (line 30) until
all nodes have been able to catch up. Thereafter, adaptation may resume.

Compatibility. To ensure that successive schedules S° and S°*! are safe,
i.e,, they do not assign the same DD slot to different nodes, the following
conditions must be satisfied. Suppose that we are given a schedule S”
based on previous requests and that new schedule requests R’ lead to a
different number of assigned slots. To update the schedule, slots of S” that
are not required anymore to reach the newly determined number of slots
are released. If a node receives more slots in the next schedule, free slots in
SY are assigned to it. This means that a slot assigned in S° can only be used
by the same node in S°*! or be released, and a free slot in S” can be assigned
to any node in S°*! or remain free. Crucially, safety is guaranteed even if
both schedules are used in parallel. Furthermore, this scheme can be used
for any scheduling algorithm as transitions to an arbitrary slot assignment
are possible in two consecutive steps, which we will prove in Section 5.5.3.
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Algorithm 3 Protocol behavior of node i after bootstrapping

1: DD (data dissemination) phase

2: Every node i with v > 0 participates with its current schedule S ;
3: SN (schedule negotiation) phase
4: Initialization
5: oMM M —
6 forall j € [1,N] do
o e s
7. crmHo;M/[jJPMm;R'm&{"‘ =1
1 otherwise
8: Sending
9: send packet p = (i, o™in pmax M’ R'Y
10: Receiving
11: if (packet g = (jg, vg’"", U,’I”‘”, Mg, Ry) received) then
12: forall j € [1,N]:Ry[j] #L do
13: Crljl <15
14: if ((M'[jg] =1) A (Mg[i] =1)) then
15: forall j € [1,N]: Ry[j] # L do
16: L[j]l < 1;
17: Umin — min{v'”i”, umin} : oMmax max{amax, U(rlrmx} ;
18: R «— R oRg;M MV Mygy;
19: Final
20: if (Vje[L,N]:M[jl=1=R[jl#1)A
(I{j € [LN]: M'[j]=1}| > N/2)) then
21: if (o™ = p™M¥) then
22: if (v > 0) then
23: if (S° = SCHEDULE(S?,R')) then
24: unchanged «— 1
25: else
26: S « SCHEDULE(S®,R’) ; updated «— 1;
27: else
28: synced « 0 ; switch to Algorithm 2 ;
29: else if (v = 0™*) then
30: retransmit < 1;
31: forall j € [1,N] do
32: Celjl & Celjl+Crljl;

33: SD (schedule distribution) phase
34: if ((f =F — 1) A (updated = 1)) then

35: v —v+1;5% « S;send packet (v,S%) ;
36: else if (retransmit = 1) then

37: send packet (v, S?) ; retransmit « 0 ;

38: else if (unchanged = 1) then

39: wait until the end of the phase ;

40: else if (packet g = (vg, Sg) received) then
41: v<—vq;50<—5q;

42: forall j € [1,N] do

43: Le[jl < 1;
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Algorithm 4 Protocol behavior of node i at the end of the round

1: End of round
2: fef+1;
3: if (f = F) then
4: updated «— 0 ; unchanged «— 0; f < 0;
> Check if schedule must expire as not part of majority <

5: if (ZjE[l,N] IE[jJ < N/Z) then
6: v—0;E—E+1;
> Check if node has lost connection to the network <
7: if (E > Ejax) then
8: synced < 0 ; switch to Algorithm 2 ;
9: else
10: E«0;
11: forall j € [1,N] do
> Check if nodes newly joined or stayed <
12: if ((M[j]=0)A(Celjl 2 Cjoin)) V
(M[j]=1) A (Celj] 2 Cstay)) \
(j=1i)) then
13: M[j] < 1;
14: else
15: M[j]l «0;
16: Celjl < 0;5I[j] < 0;

Epochs. Nodes start using a new schedule at the beginning of an epoch
at epoch offset f = 0. During an epoch of epoch length F, Hydra gathers
information on a node’s connectivity to update its local notion of the
network for the next epoch. If node j’s request rJz.’ was received as collected
in C.[j], it is included in the network by setting the membership flag M| j]
(line 13). Increasing F stabilizes network membership through a longer
observation period, but delays the adaptation of the network membership
and the schedule.

Expiration. Nodes that are not part of the network anymore must be
prevented from using outdated schedules, as they would break the compat-
ibility between schedules that is only guaranteed for two successive ones.
Therefore, such schedules must expire.

Similar to the connectivity counters, we introduce the interaction
counter I,. I.[j] < 1 is set if either information from a node j in the
network was received (line 16), or if a schedule was obtained (line 43).
At the end of an epoch at f = F (line 3), a node only keeps its schedule
if it is mutually connected to a majority of nodes or if it has received the
schedule in this epoch (line 5). This mechanism guarantees that a possibly
outdated schedule expires (line 6) unless it either has been received in the
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current epoch, i.e. it is up-to-date, or if the node has ensured that it is
still part of the network. Notice that a schedule can be kept even if no
node has obtained the complete set of information. To verify that a node
remains part of the current network, information is aggregated throughout
the epoch. This duration can be tuned using F to ensure liveness despite a
high failure rate. If this verification succeeds, the node’s schedule cannot
be outdated and can still be used without violating safety, as we will show
in Section 5.5.2.

5.5 Formal Analysis of Hydra

Consensus protocols are known to be notoriously complicated to under-
stand and prove [Lam01, OO14]. However, due to the variety of states
in distributed systems, it is essential that their properties are not only
experimentally shown but are based on theoretical guarantees covering
all conditions. In the following, we hence present formal proofs for safety,
liveness, and adaptivity.

FLP and CAP. The FLP [FLP85] and CAP [Bre00] theorems are well-known
impossibility statements and hence might cause concern regarding the
ability to provide proofs for Hydra. However, the FLP theorem applies
to asynchronous systems where arbitrary message delay is possible and
cannot be distinguished from faulty nodes, while Hydra uses timeouts to
detect and tolerate node failures. Similarly, the CAP theorem is not violated
because Hydra limits partitions as it only permits a single majority network
to operate at any time.

5.5.1 Safety

For Hydra’s distributed consensus, we rely on the fact that for arbitrary
initial membership flags M. of a node k, i.e., independent of the set of nodes
assumed to be reachable by k, the schedule requests R; used to compute
the next schedule (line 26) are identical for nodes with a complete set of
information. In short, nodes with a complete set of information compute
the same schedule.

Theorem 5.1 (Consensus on current network). After the SN phase and
independently of the initial membership flags My of any node k € [1,N],
any two nodes i, j € [1, N] with a complete set of information either satisfy
R = R;. (identical requests) or R/[k] # L= R}[k] =1 forallk € [1,N]
(requests from disjoint sets of nodes).
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Proof. To prove the statement, we use a graph interpretation of the protocol
where each node corresponds to a node i € V in a directed graph
G = (V,E). The initial membership flags M; lead to the edges E of G: If
M;[j] = 1, then (i, j) € E. Note that (i,i) € E. We associate two sets with
eachnodei e V:

« m; C V, where initially we have m; := {j : (i,j) € E}. This set
corresponds to M/, i.e., we have j € m; & M][j] = 1.

+ r; € V, where initially we have r; := {i}. This set corresponds to R,
ie, we have j € r; & R/[j] # L.

We perform arbitrary updates on these sets according to the protocol. In
particular, node i may merge information with a node jif j € m; Ai € m;
(line 14). If so, the sets of node i are updated to m; < m; U m; and
ri < r; Urj. A node has a complete set of information if m; = r;.
Using this graph representation, we now prove an equivalent statement
independently of G and the number and order of merges: Any two complete
nodes i, j € V either satisfy r; = rj orr; N rj = 0. To show this result, we
apply three invariants:

o« If k € rj, thenl € m; for all [ with (k,[) € E, i.e, if a node k is
in the set r;, then not only is this node in the set m; but also all its
immediate successor nodes. This also leads to r; € m;. The proof of
this property can be done using induction with the initial sets m; and
r; as a base case. Supposing that the property holds for any nodes i
and j, and, without loss of generality, that information of node j is
merged with the information at node i. Then we can show that it
holds for the new sets of node i after merging, namely m] := m; Um;
and r] :=r; Ur;. If k € r{, then either k € r; or k € r;. If k € r;, then
all immediate successors are in m; and therefore also in m; dfk €y,
then all immediate successors are in m; and therefore also in m.

« If k € m;, then there exists a directed path in G from i to k. Initially,
this property holds as k € m; & (i,k) € E. Supposing that the
property holds for all m; and that j merges its information with i, we
then show that the property also holds for the new set m; := m; Um;.
If k € m], then either k € m; or k € m;. In the first case, the property
holds due to the assumption. In the second case, note that j € m; due
to the merge criteria, and therefore, there exists a pathi — jand a
path j — k which leads to a path i — k after merging.

« Ifk,1 € r;, then there exists a directed path in G from k to [ and vice
versa. Supposing that the property holds for all r; and that j merges
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its information with i, we then show that the property also holds for
the new set rlf :==r;Ur;. Ifk, 1 € ryork, [ € rj, then the property holds
due to the assumption. Now, without loss of generality, consider that
k € riand ] € r;. Note that due to the merge criteria, we have i € m;
and j € m; and therefore, we know from the statement above that
paths i — jand j — i exist. Moreover, i,k € r; and j,I € r;.
Therefore, we can conclude that there are paths k — i — j — I
and | — j — i — k, which proves the property.

Based on the above invariants, we can conclude that if a node has the
complete set of information (m; = r;), the nodes in m; are strongly
connected (each node k € m; can reach any other node [ € m;), and for
any node in m;, all its immediate successors are also in m;. As a result, m;
of a complete node i forms an strongly connected component (SCC) of G.
As all immediate successor nodes are already in m; and therefore no node
can be added, it is a maximal SCC. As such SCCs form a partition of all
nodes [Tar72], each node i € V can be in exactly one SCC, which proves
the property. O

Corollary 5.1.1 (Uniqueness of schedule computation). Any two nodes
i, j € [1, N] that have obtained the necessary information to compute a new
schedule will compute the same schedule with the same schedule version.

Proof. We know from Theorem 5.1 that such nodes must have complete
sets of information that are either identical or disjunct. Because only a
single disjunct set can contain a majority of nodes required for schedule
computation (line 20), at most one of them can compute a new schedule
if their requests are disjunct. Only nodes that share the complete set of
information of the majority strongly connected component (MSCC) as
defined in Theorem 5.1 have the preconditions for schedule computation,
with all such nodes in the current network having the same set of schedule
requests R’ and the same schedule version (line 21). As the scheduling
algorithm is deterministic, they compute the same schedule S with the new
schedule version v’ := v + 1, which guarantees the uniqueness of a newly
computed schedule. O

Based on the above result, the following two theorems show the safety
of Hydra, i.e., no two nodes send different packets at the same time in the
SD phase (Theorem 5.2) or DD phase (Theorem 5.3).

Theorem 5.2 (Safety of schedule distribution). In the SD phase, no two
nodes i, j € [1,N] transmit packets with different contents (v,S°) (lines 35
and 37 of Algorithm 3).
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Proof. Only nodes that have received the identical complete set of informa-
tion satisfy either updated = 1 or retransmit = 1 (see proof of Theorem 5.1)
and send packets in the SD phase. If the condition in line 21 is satisfied, all
nodes in the current network have the same schedule version and the same
set of schedule requests R’. As the scheduling algorithm is deterministic,
they compute the same schedule S with the new schedule version and
distribute it in line 35. If the condition in line 29 is satisfied, there exists
exactly one maximum schedule version ™% for the set of nodes in the
current network that obtained the complete set of information. This follows
as the element-wise max operator is idempotent and commutative, and
therefore all nodes in the MSCC that obtain the complete set of information
compute the same v™%*. From these nodes, only the subset that knows the
corresponding schedule will transmit it. Notice that as reaching line 29 is
mutually exclusive with fulfilling the condition in line 21 and as all nodes
in the network operate on the same set of information, only one of these
two cases can occur within the network, which proves the statement. O

Theorem 5.3 (Safety of data dissemination). In the DD phase, no two
nodes i, j € [1, N] transmit different packets in the same DD slot (line 2 of
Algorithm 3).

Proof. According to the scheduling conditions described in Section 5.4.3,
two successive schedule versions can be used by any nodes i,j € [1,N]
without violating safety. Note that nodes with v = 0 do not participate
in the DD phase and are safe (line 2). Therefore, we need to show that
at the beginning of the DD phase, nodes have either successive schedule
versions or satisfy v = 0. We will prove this theorem by induction, where
the schedule with version o™ = 2, the first one involving requests from other
nodes, as well as the empty schedule with version o™ — 1 = 1 originating
from the bootstrapping protocol (line 38 in Algorithm 2) serve as a base
case.

Suppose that two schedule versions v* and v* — 1 are in use at the
start of a round. Let us first look at nodes within the current network, i.e.,
the SCC of G in the proof of Theorem 5.1. Due to multiple used schedule
versions, the next schedule cannot be computed in line 26 and hence cannot
be distributed in line 35. Only after all nodes with v* — 1 have received
version 0* in line 41 (and v* — 1 is not used anymore), a new schedule v* + 1
can be computed as an induction step. At any time, there are at most two
schedules in use which are successive.

A node that is not part of the current network may still know the
outdated schedule version v* — 1 if it did not receive any of the newer
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schedules distributed in the SD phases. The continued use of v* — 1 is
prevented by forcing v < 0 in line 6 of Algorithm 4 as neither has a
schedule been received in any SD phase of the current epoch nor is the
node part of a majority network, i.e., the MSCC of G with more than N/2
nodes. The latter is derived in line 5 from variables I [ j] which are only
set in line 16 of Algorithm 3 if the node has a bidirectional path to a node
j in G. As the node is not part of the current network anymore, it can only
be part of a sub-network containing a minority of nodes and hence cannot
acquire sufficient interactions to prevent such a schedule expiration. O

As a result, nodes can independently and asynchronously update their
schedules and remain assured that their transmissions will not collide
with data packets from nodes using another schedule. However, it is not
obvious that matching schedule versions also indicate that the schedules
themselves (i.e., the allocation of slots) are equivalent. In particular, because
only a minority of nodes might be able to compute the next schedule and
may then get disconnected, a situation may arise that forces the remaining
majority to find consensus anew and compute a schedule of the same
version (but with a different allocation of slots) based on only a subset of
the previously participating nodes. In Theorem 5.4, we demonstrate that
such unambiguity is indeed given at any point in time.

Theorem 5.4 (Unambiguity of schedule version). At any point in time, a
schedule with versionv is unique, i.e., if two nodesi, j € [1, N| simultaneously
know a schedule with version v, then Vk € [1,K] : 57 [k] = S;.’[k].

Proof. We prove this theorem by induction. As a base case, we use the
first schedule S! with the unique initialization of the slot assignments
Yk € [1,K] : S'[k] = L (line 40 of Algorithm 2).

As an induction step, we assume that a unique schedule S°~! has
been generated based on a complete set of information (M’°~1 R’071),
where [{j € [1,N] : M7 '[j] = 1}| > N/2. As M’>"! consists of a
majority of nodes, we know that a subset of nodes from M’°~! must be
part of any complete set of information (M’?,R’®) in order to generate
schedule S? (as two majorities of nodes cannot be disjoint and input from a
majority of nodes is required in line 20). During each round, we know from
Corollary 5.1.1 that a maximum of one complete set of information can be
generated. As the membership flags remain fixed during an epoch (with
lines 13 and 15 of Algorithm 4 only being executed at the end of an epoch),
this property also holds for the entire epoch. Therefore, we can conclude
that maximally one unique schedule version v can be generated per epoch.
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However, it remains to be seen whether the version can persist after a
change of membership flags at the end of the epoch and will become the
dominant schedule version. We know that a schedule is only prevented
from expiration if a node receives information from a majority of nodes
that are within its MSCC at least once during the epoch (line 5). If sufficient
nodes are using the previous schedule S°~! in a future epoch so that a
new complete set of information (M’%, R’”") can be formed, the previously
computed schedule S? is not in use by a majority of nodes (otherwise, no
majority of nodes using version v — 1 could have been found to generate
version v’). Therefore, nodes using S” must belong to a different SCC and
could only set I.[j] « 1 (line 16) for nodes j € AM = {i € [L,N] :
M’ [i] = 0}, because others cannot pass the check in line 14 as they belong
to the SCC using M’?". As we know that |{j € [1,N] : M’ [j] = 1}| > N/2,
|AM| < N/2. Therefore, all nodes with schedule S° must invalidate their
schedule in line 6 at the latest at the end of the same epoch in which §¢
has been generated. Hence, we can conclude that at any point in time, a
schedule of version v is unique. O

Lastly, we also need to consider the interplay of bootstrapping nodes
with an already existing network. While such nodes are separated based on
the use of different frequency channels cpoor and cpmqin, switching between
algorithms must be done with care, as we show in Theorem 5.5.

Theorem 5.5 (Safe conduct of unsynchronized nodes). A network operat-
ing on the main channel cpqin does not experience interference during the DD
phase due to unsynchronized nodes.

Proof. A node that lost contact with its network N will have its schedule
expire at the end of the next epoch (line 6) and will not participate in line 2
during the DD phase thereafter. It can still try to regain connectivity and will
communicate with other nodes during the SN phase for up to E,,,, epochs
without influencing the DD phase, after which it will be forced to revert to
bootstrapping (line 8). Note that E,,,, must be chosen appropriately so that
the maximal clock drift within this time may not cause interference.

As Algorithm 2 is using the boot channel cp0; for all transmissions,
no interference with the main channel ¢qin can result from bootstrapping
nodes. A node can only return to the main channel in one of two cases. In
line 12, it can switch to the main channel in case it re-synchronizes to the
network N on the main channel in line 4 and hence cannot interfere with
the DD phase as it just synchronized and uses v = 0 (line 6). In line 43, a
node can switch to the main channel as part of a majority of nodes that
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forms a new network N’. As the previous network N can only remain
operational as long as at least a majority of nodes regularly interact and
execute line 16 to prevent schedule expiration in line 6, this indicates that
only a minority remains on the main channel. For a node to switch in
line 8, it must have lost connectivity for at least E,;5, > 0 epochs during
which no majority from N was interacting. As a single epoch of missing
interaction is sufficient for all these nodes to have their schedules expire, all
remaining nodes of N must have executed line 6 at least once and therefore
have v = 0. Therefore, the previous network A does not exchange packets
anymore during the DD phase as well as the SD phase. The latter conclusion
follows as a new schedule cannot be computed due to the condition in
line 20 not being satisfied. With Ar > F - T, the remaining minority of
N will have had to execute line 8 and have switched to the boot channel
before the new majority N’ finishes waiting in line 37, resulting in no more
transmissions during an SN phase on the main channel. Therefore, when
a new network N’ starts communicating on the main channel, all other
nodes must have switched to the boot channel and the network can operate
without interference. O

5.5.2 Liveness

The following Theorem 5.6 shows that nodes may continue participating
using the current schedule and can communicate data packets in the DD
phase of every round even under broad failure conditions.

Theorem 5.6 (Liveness of data dissemination). Every node participates in
the DD phase unless both of the following conditions are satisfied: (i) It did not
receive a schedule in any SD phase of the previous epoch and (ii) during the
entire previous epoch, it only stored the requests from a minority of nodes.

Proof. A node does not participate in the DD phase if v = 0, i.e., if line 6
was executed. This only happens if a minority of nodes j € [1, N] satisfy
I.[j] = 1 (line 5). If the node has received a schedule, then I.[j] « 1 for
all nodes (line 43) and the condition is not satisfied. If the node stores the
request of a node j, it sets I,[j] « 1 (line 16). Therefore, if the node did
store the requests from more than N/2 different nodes at least once during
the epoch, the condition to set v «— 0 is not satisfied either. O

Note that a schedule is typically computed and distributed by many
nodes due to the high level of redundancy. Therefore, a node will only fail
to receive a schedule in any round of an epoch under a significant amount
of very specific and simultaneous node or link failures. And even in such
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a case, a node may still participate in the data exchange if it has received
and stored requests from a majority of nodes at least once during the entire
previous epoch. Through the use of the epoch length F, this aggregation
period can be arbitrarily extended, which diminishes the chance of a loss
of liveness due to short-term failures or disturbances.

5.5.3 Adaptivity

Finally, we must make sure that Hydra always remains operational and
cannot result in a deadlock that may permanently prevent nodes from
adapting to new conditions and requests. In particular, care needs to be
taken with corner cases such as all nodes having their network expire at
the same time (i.e., setting v « 0) as this still prevents nodes from reverting
to bootstrapping but also renders schedule computation impossible (which
is handled in line 28 in Algorithm 3).

Theorem 5.7 (Perpetuality). Nodes using Hydra are always able to even-
tually adjust to a change in operating conditions such as demand or
environmental influences.

Proof. While failures are occurring, adaptivity might be persistently de-
layed due to nodes constantly joining and leaving. However, Hydra makes
sure to avoid reaching a state where the nodes cannot adapt even though
no more disturbances are encountered.

With Algorithm 2, any majority of nodes can eventually re-establish a
network in line 43 once they could synchronize and exchange messages.
Furthermore, a node that is able to communicate with a majority of nodes
will eventually encounter their communication and join in line 12. As it
can arbitrarily often execute line 14 and restart the algorithm, it will never
get stuck during bootstrapping.

With Algorithm 3 and Algorithm 4, an established network is also
guaranteed to eventually find consensus and progress if communication
is possible. If a node or link has failed, the network membership will be
updated in line 15 at all remaining nodes and consensus can be found
again. If a majority cannot be established anymore due to insufficient
nodes, nodes can return to bootstrapping in line 8 and attempt to re-
combine with other sub-networks. If a node is missing the newest schedule,
it can receive it in line 41 as it will be retransmitted by nodes that have
indicated that they know the maximum schedule version in the network.
Once the preconditions for schedule computation in line 20 (a complete
set of information from a majority of nodes) and line 21 (equal schedule
versions) are met, the network can adapt its schedule. O
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In Theorem 5.8, we show that Hydra does not restrict the choice of
deterministic real-time scheduling policies despite its scheduling require-
ments. Hence, adapting the schedule remains effectively unrestricted by
the protocol for the system designer.

Theorem 5.8 (Support for scheduling algorithms). All deterministic real-
time scheduling policies can be supported, i.e., the slot assignment S° can be
transformed into any slot assignment S¥ in at most two steps.

Proof. We distinguish three cases of slot transitions from one schedule
to another. For {k € [1,K] : S°[k] = SY[k]} (ie. the slots whose
assignment does not change from S? to $¥), no changes need to be made.
For {k € [1,K] : S?[k] = L}, S [k] can be set to any desired value within
one step as the assignment is not restricted in this case. For {k € [1,K] :
SY[k] =L}, assigned slots from S°[k] can be released within one step.
For the remaining set AS = {k € [1,K] : (S?[k] # S¥ [K]) A(S?[k] # 1)
A (SY[k] # 1)}, we create an intermediate schedule 4 as a first step where

(k] = L ifk € AS
©|Se[k] else

In a second step, we can use the same argument for the case of S°[k] = L
to conclude that we can now also set $? [k] to any desired value Yk € AS.
This shows that a maximum of two schedules is required to transform one
slot assignment into any other desired slot assignment. As the algorithm
is deterministic by definition and the inputs to the schedule have been
shown to be equivalent in Theorem 5.1, the decentralized computation of
any deterministic real-time scheduling policy in line 26 is supported. O

5.6 Evaluation

To validate Hydra’s fault tolerance to node and link failures and demon-
strate its ability to provide a reliable communication service, we test
the protocol for different failure types and network sizes. We thereby
investigate how the network (i) maintains safe data exchange, (ii) adapts
to changing conditions, and (iii) keeps communication alive between
non-faulty nodes. By comparing against LWB [FZMT12], a state-of-the-
art wireless protocol using centralized scheduling, we highlight that
concurrent coordination eradicates any single point of failure without
noticeably increasing protocol overhead. Throughout our experiments, we
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never encountered any safety violation in thousands of Hydra rounds while
scheduling under various conditions and adverse failures, experimentally
verifying that our formal proof of safety also holds in practice.

5.6.1 Implementation

We implement Hydra on an STMicroelectronics STM32L433CC micro-
controller driving a Semtech SX1262 RF transceiver [Sem23]. The package
is available as a target [BTF*19] on the FlockLab testbed [TDFS*20],
operates in the 868 MHz band, and provides a wide range of TX power
from —9 to +22 dBm, making it highly versatile for changing environmental
conditions. To minimize the impact of external influences, we use the
GFSK modulation at 250 kbps. One-to-all floods are implemented using
Glossy [FZTS11] with multiple consecutive transmissions [LDFST17],
while the all-to-all exchange is based on Chaos [LFZ13] with randomized
initial TX/RX decisions to commence without a network coordinator which
usually triggers the exchange.

Research artifacts. The source code is publicly available as open
source [BDFK'23b]. In addition, we provide tools to thoroughly and
reproducibly test Hydra in different failure scenarios using a highly-flexible
input method leveraging GPIO actuation. Analysis scripts automatically
validate the correct execution of the communication primitives and
protocol phases, including safety and synchronization checks. Our
companion document [BDFK*23b] further provides a more in-depth
description of the algorithms employed during and after bootstrapping.

Packet structure. As the data exchange in the DD phase consists of normal
Glossy floods, Hydra requires no adjustments to the data packets. The
packets in the SN phase contain N/8 B for the membership flags and N
requests of 3 bits each to add or remove up to 3 slots per node and schedule
version. Including 2 B for the extremal values of the schedule version, 14B
are sufficient to obtain the complete set of information of a network with
N = 24 nodes. However, we encountered occasional bit flips which were
not caught by the standard 16-bit hardware CRC appended by the radio.
As the distributed consensus mechanism relies on the correctness of the
packet content and does not consider Byzantine failures, we included an
additional 32-bit CRC in the payload that successfully eliminates corrupted
packets. Lastly, the schedule in the SD phase is compressed to log(N) bits
per DD slot and fits into 50 B for 80 slots and N = 24.
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SN propagation policy. As Hydra does not rely on the successful completion
of the SN phase for liveness and safety, the propagation policy according
to which a node either transmits or receives in a Chaos slot is flexible.
We opt to remain close to the standard Chaos policy [LFZ13] to achieve
reliable performance but adapt the initiation to avoid a single point of
failure. Through randomized TX/RX decisions with a fixed TX probability
of 25 % until the first successful reception, Hydra begins without relying
on a dedicated node. This concurrent start is only made possible by
the tight time synchronization obtained through the preceding Glossy
floods. Thereafter, we rely on more selective transmissions either after a
randomized timeout of 3 to 5 slots or after a packet with new information
has been received so that its content can quickly propagate to neighbors
which are likely also lacking this information. Nodes that obtain the
complete set of information aggressively transmit 5 consecutive times
and thereafter fall back to randomized TX/RX decisions if they detect
that others are still missing information. Policies considering the local
node density, such as presented by Mixer [HMZ18], could further improve
performance at the cost of delayed adaptivity as they require gathering
reliable neighborhood information over multiple rounds.

Finite schedule versions. Our packet structure uses 1B to store a schedule
version which should monotonically increase with each new schedule
computation but is limited by the variable size. To solve this issue, we
leverage the fact that we know that the difference between schedule
versions in a network is bounded to 1, as only successive schedules can
co-exist. This allows us to apply modulo arithmetic and preserves the
correctness of comparisons if the version exceeds the variable size.

Time synchronization. Without a unique time reference whose long-term
availability is guaranteed, clock drift compensation becomes challenging
as a node keeps synchronizing with a varying set of nodes. Nevertheless,
continuous clock correction is important to maintain reliable communica-
tion even if synchronization is temporarily prevented. Therefore, we collect
the clock tick shifts that a node applies per round when it re-synchronizes
to others and compute a local correction factor. However, it may be that
groups of nodes observe a perpetually increasing or decreasing clock
drift. To maintain a stable clock speed, we exchange the local correction
factors in the SN phase and aggregate the extremal values. This network
information is used to estimate an average correction factor as the mean
of the minimum and maximum and normalize the local factor that nodes
apply to stabilize the clock drift.
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In addition, the synchronization preceding the SN phase can be
improved if the last few DD slots are assigned and used. This follows as these
slots are used by all nodes in the network to re-synchronize and provide a
highly reliable and precise synchronization for the contention-based com-
munication following directly thereafter. Therefore, our implementation
of the scheduling algorithm prefers to assign slots towards the end of the
round and fills the schedule starting at the end. Note that this does not
restrict scheduling as it is entirely optional and does not influence any
other features of the protocol, but that it can be included as an orthogonal
consideration when designing a scheduling algorithm for Hydra.

Direct slot transfer. In order to permit a transfer of schedule slot assign-
ments within a single schedule update, we can optionally introduce a
scheduling policy where nodes can entirely dictate the number of released
slots through their requests. This means that if a node’s request is set to
d < 0, the node will already stop using its first § slots before it transmits
the request. During the schedule computation, we can then first free all
released slots and thereafter directly reallocate these (already unused) slots.
As a node knows that it can dictate the number of released slots and
already stops using them before the new schedule is computed, successive
schedules still do not cause interference even if the releasing node might
not be able to update its schedule and will continue using the previous
version. Notice that this does not require any assumptions on whether
additional slots are granted and is purely based on a node releasing its own
slots earlier than required by the schedule.

5.6.2 Experimental Setup

Test scenario. To observe Hydra in practice including hardware failures
and varying link characteristics, we utilize the FlockLab testbed [TDFS*20]
with 23 nodes evenly spread across the 65x 30 m floor of an office building.
We test networks of three sizes to investigate Hydra’s scalability: a small
network consisting of 5 nodes, a medium network of 12 nodes, and a
larger network containing all 23 usable indoor nodes of the testbed. A
TX power of +7dBm results in an average of 1.24 hops for the small
network, 1.57 hops for the medium network, and 1.70 hops for the larger
network. During normal operation, we use a main frequency channel at
869.8875 MHz with an average one-to-all packet reception rate (PRR) of
99.72 %, while bootstrapping occurs at 868.4375 MHz.
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Fault injection. To reproducibly inject failures, we use the GPIO actuation
feature of FlockLab [TDFS*20] to precisely affect the protocol execution of
individual nodes. Actuating the reset pin allows us to cause full hardware
failure. Depending on the configuration, a second GPIO pin changes link
characteristics by either enforcing that nodes drop packets with a given
probability or completely disconnecting them through a shift to an isolated
frequency band. This mechanism enables us to re-play a real scenario
multiple times to investigate it in more detail, promotes the re-production
of our results, and permits a fair comparison between competing protocols.

Protocol parameters. As a default configuration, we use a round period of
T =3 s and an epoch length F = 3. Each node requests 3 slots per DD phase
which are fairly allocated to one of 80 DD slots, transmitting data packets
of 20 B in each flood using three transmissions. 36 contention slots during
the SN phase permit nodes to exchange membership flags and requests.
Nodes leave the network after E,,;x = 2 epochs with v = 0 and revert
to bootstrapping. A bootstrapping node listens for traffic of an existing
network with a probability of 20 % and otherwise attempts to establish a
new network.

Protocol comparison. Since our analysis of the state of the art in Section 5.8
shows that no existing design satisfies all three requirements of safety,
adaptivity, and liveness while tolerating node and link failures, we compare
the concept of concurrent coordination to its closest relative based on a
traditional centralized design.

We benchmark Hydra against LWB [FZMT12], a state-of-the-art pro-
tocol using CT, to represent a protocol with a single point of failure
due to its centralized scheduling. Similar to Hydra’s DD phase, LWB
consists of a sequence of data slots where packets are flooded using
Glossy [FZTS11]. A contention slot allows a node to transmit its demand
to a host node as the network coordinator which centrally executes the
scheduling algorithm and distributes the resulting schedule using two
additional slots. In stark contrast to Hydra, nodes are only permitted to
transmit if they have received the schedule directly preceding the round.
To avoid that a single schedule miss prevents a node from participating,
the schedule is transmitted both at the end of the previous round and at the
beginning of the round for which it is valid. We use the same parameters
for all slots as for Hydra’s DD phase.
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5.6.3 Hydra’s Fault Tolerance in Action

Node failure. We first investigate how Hydra copes with node failures.
During the entire experiment shown in Figure 5.5, we monitor the network
PRR of fault-free nodes to examine how well the protocol adapts and
whether it preserves liveness. The PRR is defined as the percentage of the
total number of data packets received compared to the total number of
data packets the nodes expect to receive according to their schedule. If no
schedule is known, such as at the start, the PRR is defined to be 0 %.

Initially, we bootstrap a network of 23 nodes and do not inject failures
for the first 90s. We find that Hydra enables nodes to quickly form a
network and transmit packets according to their demands within 13 s on
average by merging requests into a single packet, while LWB requires
three times as long to send individual requests to the centralized scheduler
with a mean scheduling delay of 39 s. Hydra nodes that first searched for
pre-existing networks during bootstrapping and did not participate from
the start (such as nodes 2 and 3) quickly join the formed network after
discovery. Hydra’s PRR remains high once all nodes joined and validates
its liveness, while LWB suffers occasional drops from schedule misses.

At 90s, we inject a first node failure at node 1, which causes a drop
in PRR for both protocols. Hydra quickly adapts by excluding node 1 after
one epoch and determining a new schedule, thereby regaining efficiency
as all assigned schedule slots are used. LWB on the other hand relies on
a centralized timeout mechanism and delays the exclusion of node 1 until
the network coordinator could confirm over multiple rounds that the node
is permanently missing.

At 120 s, we inject a second node failure at node 2, which serves as the
host node for LWB where the centralized scheduler is situated. Lacking a
schedule, all LWB nodes must immediately cease transmissions to preserve
safety as an old schedule might cause interference. As LWB’s fixed failover
leader only takes over after 2 min [FZMT12], communication collapses and
nodes are forced to idle listen for a new leader. Hydra on the other hand
has previously re-established efficient communication at 100 % PRR and
now only experiences another minor drop. Even three nodes failing almost
simultaneously at 150 s do not endanger Hydra’s liveness.

At 180 s, we reactivate nodes 3 - 5, which quickly join the existing Hydra
network but must wait for the network coordinator to reappear for LWB.
As soon as node 2 is restarted at 190 s, LWB recommences and gradually
includes one node per round due to the contention-based relaying of
requests to the centralized scheduler.
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Figure 5.5: Hydra (middle) quickly bootstraps a network and starts exchanging
scheduling information, with synchronized nodes listening according to the
schedule (“RX”) until their own request is granted. The network swiftly
reaches distributed consensus, whereafter nodes efficiently transmit and receive
data packets (“RX+TX”) despite node failures. LWB (bottom) cannot maintain
communication if the centralized scheduler at the host node 2 is unreachable.
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We find that Hydra successfully adapts to node failures and is able
to quickly re-establish efficient communication independently of which
nodes are affected. Liveness is ensured even if distributed consensus is
temporarily delayed as nodes leave and join, and a coordinated transition
between schedules ensures that safety is preserved. On the other hand,
LWB experiences long delays until nodes could communicate their requests
to the centralized scheduler. While LWB provides both adaptivity and
safety, it cannot maintain liveness as it suffers from a single point of failure
at the host node which orchestrates communication. This centralization
of network coordination results in a catastrophic collapse of the entire
network when the host node is not reachable.

Link failure. Next, we investigate Hydra’s behavior when the network
splits, a common scenario for devices moving in swarms [LSD*20]. As
network separation results in partitions that might interfere and endanger
safety, we artificially form two sets of 11 and 12 nodes. Figure 5.6 shows
how a network of 23 nodes is initially established. After 45 s, we prevent all
communication between the two sets and observe a brief drop in the PRR
of the majority set of 12 nodes as half of the expected packets are missed.

After these nodes obtain the new complete set of information, visible in
the top plot just before 60 s by the return to 100 % of nodes being complete,
they quickly determine a new schedule of version 5 as seen in the middle
plot around 60 s. The schedule of the minority set of nodes already expires
beforehand and their schedule version returns to 0. Finally, the minority
again enters bootstrapping.

At 90 s, we reactivate communication between the two sets of nodes
and observe that the minority set quickly rejoins the majority set. Around
105 s, the network determines a new schedule of version 6 which already
includes a combination of the set of nodes.

We draw two major conclusions. First, we find that even if an arbitrary
set of almost half the network is unreachable, the remaining nodes still
continue to coordinate and are not impeded in disseminating their data
due to the failure of others. This demonstrates Hydra’s high degree of fault
tolerance. Second, the expiration of the schedule for the minority set of
nodes, seen by the drop of the schedule version to 0 in the middle plot, is
crucial for safety. If the minority kept using it, it could immediately start
interfering with a new schedule determined by the majority of nodes when
both sets of nodes are re-combined at 90 s. Only by asserting that no one but
the majority of nodes is scheduled can the compatibility of used schedules
be ensured and safety unconditionally guaranteed.



148 Chapter 5. Concurrent Coordination for Fault-tolerant Networking

100
|§| 75 -
[
&
= 50
g —— PRR
5 25
~ === Complete

0 —— v
T T T T T T T T T
0 15 30 45 60 75 90 105 120 135 150
'g 8 - == Majority (12-23)
§ 6 4 = Minority (1-11)
L
2 4
T
<= 2
9
w
0 -
T T T T T T T T T

0 15 30 45 60 75 90 105 120 135 150

N O, o1k splic |
1

0 45 90 150

Node IDs

1111111 1111111111111

OB UTON 000 O MW

T T
0 15 30 45 60 75 90 105 120 135 150

Time [s]

Figure 5.6: Splitting a network into a majority and a minority demonstrates that
Hydra correctly forces the schedule of nodes being part of the minority to expire. To
maintain safety, such nodes can only resume communication after re-connecting
to the majority, whereafter a new complete set of information is swiftly obtained.

5.6.4 Distributed Scheduling Overhead

We have observed in Section 5.6.3 that distributed scheduling can greatly
outperform centralized scheduling in case of node failures. However, con-
current coordination achieves its fault tolerance by relying on redundancy
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Figure 5.7: While data exchange is almost identical for both protocols as they rely
on the same communication primitive, the difference in scheduling overhead is also
negligible for larger networks.

and therefore strives for every node in the network to obtain the required
scheduling information. To investigate whether this increases runtime
overhead, we execute both Hydra and LWB for 900 rounds and compare
the average RX and TX duty cycles of their different phases for multiple
network sizes in Figure 5.7. As mentioned in Section 5.6.2, LWB includes a
data dissemination phase just like Hydra’s DD phase. In addition, LWB uses
a contention slot for nodes to relay requests to the centralized scheduler.
This functionality corresponds to the SN phase of Hydra’s distributed
scheduler. Lastly, LWB’s network coordinator transmits the new schedule
once at the end of a round and retransmits it at the beginning of the next
round, while multiple Hydra nodes initiate a single schedule flood in the
SD phase.

As data dissemination is equivalent for both Hydra and LWB with three
packets flooded per node, the TX duty cycle does not differ for all network
sizes. We find that Hydra’s RX duty cycle for data exchange is slightly
increased as Hydra starts to listen early in the first data slot of a round
to compensate for potential clock drifts. Astonishingly, the scheduling
overhead of both protocols is also almost identical, with the RX duty cycle
rising by only 0.12% and the TX duty cycle dropping by —0.02 % for a
network of 23 nodes.

With the scheduling costs being almost equivalent for larger networks
and smaller networks showing increases by less than a quarter despite
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Figure 5.8: The epoch length F offers control of the speed of adaptivity and quality
of included links. For both networks, 90 % of the packets from node 3 are dropped
for the first and last 50s. In contrast to F = 1 (bottom), node 3 is only part of the
network with F = 3 (middle) when it communicates reliably, which boosts PRR.

over-provisioning for quick adaptivity (see Figure 5.9), we conclude that
the overhead of distributed scheduling is negligible. While this result might
initially be unexpected as the same data needs to be at all nodes instead
of only one, it quickly becomes apparent that concurrent coordination
also enables a reduction of the communication costs. First, as most nodes
complete the SN phase successfully and no schedule needs to be distributed
if requests remain constant, the SD overhead diminishes to only 0.02 % RX
duty cycle. Second, the constant merging of received information in the
SN phase leads to the exchange of scheduling information only requiring
relatively few transmissions. Third, because the SN phase consists of short
contention slots, Hydra does not need to idle listen for long Glossy slots
provisioned for multiple hops, while LWB’s RX duty cycle increases with
a larger network size as floods take longer to reach nodes further away.
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5.6.5 Investigating Hydra in Detail

Epoch length. Next, we examine the epoch length F as a tool to increase
network stability in conjunction with Cjo;, and Cyqy, used in line 12 of
Algorithm 4. By default, Cjoi;» = Cstay = 1 so nodes are included in M if
their information is received at least once in an epoch. We now increase
this threshold to Cjyin = Cstay = F and compare the behavior of networks
with F = 1 and F = 3 upon link failures in Figure 5.8. To simulate packet
loss, we force a network of nodes 1, 2, 4, and 5 to drop received packets from
node 3 with a probability of 90 % for the first 50 s. We find that a network
with F = 3 successfully prevents such a node with unreliable links from
joining and therefore preserves a high PRR. A network with F = 1 accepts
node 3 even if it is only heard once, causing a PRR drop due to the included
links with high loss.

At 50, we stop the artificial drop of packets and find that node 3 can
quickly join the network with F = 3. At 100 s, we re-introduce link failures
and observe that Hydra with F = 3 adjusts by excluding node 3 after it has
been confirmed that its link quality has decreased. Thereafter, the PRR for
the remaining network again reaches 100 %. With F = 1, node 3 is permitted
to stay to preserve liveness but incurs a reduced PRR. We conclude that the
epoch length is a valuable knob to increase network stability and can enable
efficient networks by enforcing reliable links.

Asymmetric links. A critical case that may endanger safety is the occurrence
of asymmetric communication links, as a node might continue to consider
itself part of the majority without them being aware of the node. To prevent
such imbalances, the merging criteria presented in Section 5.4.2 ensure that
only nodes that mutually include each other in their membership flags can
prevent schedule expiration. The effect of the merging criteria can be seen
in Figure 5.8 for F = 3 at 1255, where the exclusion of a node from the
majority forces its schedule to expire and preserves safety.

Time synchronization. In contrast to traditional Chaos which is initiated
by a network coordinator, Hydra needs another means of time synchro-
nization. We find that we can successfully use the Glossy floods during
the DD phase to synchronize transmissions of all 23 nodes during the
contention-based transmissions of the SN phase to an average of 0.4 ys.
With a maximum offset of 1.43 ps, this is more than sufficient for the
capture effect requiring 160 pus [LFZ13].

Time to completion. Lastly, we test how quickly distributed consensus is
found in Figure 5.9. We run 300 rounds for different network sizes and
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Figure 5.9: The average number of slots during the SN phase to obtain the complete
set of information depends on the network size, with small networks requiring less
overhead as they complete quickly.

observe in which of the 36 contention slots of the SN phase the complete
set of information is obtained. A network of 5 nodes succeeds for 99 % of
nodes in gathering the complete set with an average of 10 slots. For 12
nodes, 91 % of nodes are complete at an average of 21 slots, and 23 nodes
complete 88 % of the time in a mean of 26 slots. As a single successful node
is sufficient to determine the next schedule and distribute it to the rest of
the nodes in the SD phase, using fewer contention slots could substantially
reduce the scheduling overhead, particularly for smaller networks.

5.7 Discussion

5.7.1 Exploring the Trade-off Space

Trading off adaptivity and liveness. Hydra’s three protocol requirements
are conflicting. As a design choice, we unconditionally guarantee safety,
because avoiding packet collisions is an indispensable precondition for
reliable packet delivery and hence dependable communication. If we were
to relax safety, then achieving adaptivity and liveness would be easily
possible using best-effort strategies, e.g., by letting nodes send data purely
according to current demand.

However, there is a trade-off between adaptivity and liveness. If the
schedule were fully static, safety and liveness can be guaranteed as the
schedule is always up-to-date. At the other extreme, adapting the network
membership every round could result in a disproportionate loss of liveness
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for nodes briefly losing connectivity as schedules expire to preserve safety.
With the epoch length F, Hydra offers control of this trade-off. While
Hydra’s design uses a fixed length, dynamically reducing this parameter at
runtime based on current channel state information and past performance
may boost adaptivity when environmental conditions remain stable.

Trading off complexity and robustness. While centralized network coor-
dination constitutes a straightforward solution, it lacks robustness as
demonstrated by the collapse in network communication in Figure 5.5
and must therefore be decentralized to provide fault tolerance. As soon as
more than a single node is involved, the protocol complexity of consensus
needs to be introduced independently of the number of participating
coordinators. Therefore, while a hybrid approach with only a subset
of nodes coordinating concurrently may seem appealing, reducing the
fraction of involved nodes does not simplify the underlying problem.
Furthermore, as the employed communication primitives based on CT
result in all nodes indiscriminately obtaining all information, only the
negligible local overhead of the schedule computation could be avoided.
As nodes that do not participate in coordination must listen during the
SD phase, we expect the resulting idle listening overhead to significantly
surpass any potential computational savings.

5.7.2 Limitations and Extensions

Supporting flexible network sizes. With Hydra, we choose to prioritize
safety over liveness. However, Hydra’s consensus mechanism can also
be employed for a fault-tolerant network where liveness should be
maintained at the cost of potential packet collisions. This is of particular
importance if independent clusters should be supported, which Hydra
deliberately prevents by enforcing that only a majority of nodes may
persist. By removing the check on the number of included nodes (line
20 in Algorithm 3) and the schedule expiration (line 6 in Algorithm 4),
such an extension is straightforward and would remedy a limitation on
the minimum and maximum network sizes. However, an extra discovery
mechanism to merge clusters, such as the one introduced in Chapter 3, is
required to avoid a continuous decay into smaller sets of nodes.

Scaling to large networks. The use of all-to-all primitives such as
Chaos [LFZ13] demands the allocation of fixed variables per potential
node in each packet so that information can be merged. While this only
amounts to 4 bits per node in our implementation for the membership flag
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and the request, the energy consumption scales proportionally with N.
In addition to the packet size, we also see in Figure 5.9 that the length of
the SN phase needs to be increased with N as more information has to be
exchanged to obtain the complete set of information. While we find that
an all-to-all primitive enables a network of N = 23 to bootstrap 2.9 X faster
than a traditional design based on a single contention slot (Figure 5.5) and
is therefore favorable if requests are changing frequently, a large and stable
network may benefit from only exchanging information on demand.

5.8 Related Work

Consensus in WSNs. LWB [FZMT12] ensures safety by limiting nodes
to only transmitting when a schedule from a network coordinator has
been received. It cyclically shifts through leaders upon failure, further
dropping liveness in between. Virtus [FZMT13] provides atomic multicast
with packet delivery ordering in addition to group membership but builds
on LWB. Chaos [LFZ13] and Mixer [HMZ18] do not require explicit
scheduling to exchange data among all nodes but depend on a static
network coordinator to initiate the transfer and thus cannot ensure
liveness. A? [ANDL17b] and Wireless Paxos [PANL19] are consensus
protocols built on top of Chaos to take decisions on values proposed
by nodes in the network, but rely on a static coordinator and hence a
single point of failure. Furthermore, Hydra’s specialized scope reaches
asynchronous consensus without the overhead of distinct phases common
in consensus protocols [Lam01, OO14]. BUTLER [MBTZ22] enables the
use of existing protocols based on CT without a unique time source once
coarse synchronization could be established. wChain [XLZ*21] focuses on
fault-tolerant blockchain operations in wireless networks, but may not
sustain leader failure. BCA [CL21] evaluates sensor data based on majority-
consensus voting, but does not tolerate link failures.

Decentralized scheduling. Time Slotted Channel Hopping (TSCH) [DBA16]
supports reliable multi-sink applications but requires fragile routing trees
and a central network coordinator, which limits liveness and presents a
single point of failure. Most TSCH schedulers, such as MASTER [HL20], are
centralized and send all requests to a single entity, which then computes
and distributes a schedule. Distributed schedulers, such as MSF [CVV*21]
and DeTAS [AVP*15], leverage information provided by RPL [WTB*12],
which requires a stable routing tree and hence increases latency upon link
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failures by up to 25 min [LEG20], thereby forfeiting liveness.

By contrast, Orchestra [DANLW15] uses local schedules to perform
synchronous communication through pseudo-random resource usage.
However, it still builds upon RPL and relies on its tree structure for
coordination and synchronization. ALICE [KKK19] and A3 [KKK21] are
autonomous scheduling schemes that adapt to arbitrary traffic patterns,
but cannot avoid a single point of failure due to their reliance on
RPL. TREE [LEG20] tries to learn demands without RPL, and AUTO-
BAHN [HL21] bridges the gap between TSCH and CT. However, both
require centralized coordination and therefore cannot tolerate arbitrary
node failures.

Fighting interference. Significant effort has increased network robustness
under external interference [YNB*22, PL21, MZL*18, MZL"20, SBDM20,
ITMP18, TIPK19, MSM19, ZGH"21]. However, these protocols remain
constrained by their requirement to reach a network coordinator for
either scheduling or synchronization. We consider such efforts to optimize
link robustness orthogonal to Hydra, which adds an extra layer of fault
tolerance and guarantees fundamental properties despite failures.

5.9 Summary

In this chapter, we introduce the first fault-tolerant WSN protocol that
provides safety, adaptivity, and liveness for multi-hop networks. Unlike
the protocols presented in the previous chapters, Hydra can fully distribute
coordination and execute it concurrently at all nodes. We have seen that
in contrast to Chapter 3, autonomous resilience is preserved even under
arbitrary node failure as the exchange of data will not be interrupted until
anew leader could be established. Hydra provides the unique property that
it can guarantee the safety of communication and simultaneously preserve
liveness even while experiencing disturbances.

At Hydra’s core is a distributed consensus algorithm which is formally
proven to result in unique decisions and does not increase overhead
compared to centralized schemes. We demonstrate that combined with
a versioning-based scheduling mechanism, collisions with packets from
other nodes running Hydra can be eradicated by design. By inducing node
and link failures, we experimentally validate that concurrent coordination
preserves efficient data exchange while remaining adaptive to changing
conditions. We show that centralized approaches such as presented in



156 Chapter 5. Concurrent Coordination for Fault-tolerant Networking

Chapter 2 and Chapter 3 are unable to provide an equally reliable
communication service, even though they build on the same robust
communication primitives. However, the protocol can only guarantee its
properties as it enforces a single active network and therefore deliberately
restricts the ability of nodes to form independent clusters; in Chapter 4, we
have shown that robust decentralization is also possible with an arbitrary
number of parallel clusters if one leverages local sensor signals.

While Hydra does not focus on mitigating failures, it addresses their
impact on a higher layer by providing guarantees despite them. Hydra
offers a unique ability to create fault-tolerant networks where each node is
equivalent in protocol logic and configuration, paving the way for a highly
dependable IoT.



Conclusions and Outlook

In the past decades, wireless sensor networks (WSNs) have undergone a
remarkable evolution, with capabilities at each system level from sensing
at the node over communication within a network to the data processing in
the back end increasing tremendously. With sensors becoming increasingly
smaller and cheaper, we encounter platforms with a multitude of sensor
modalities and hardware that may dynamically adapt to the situation at
hand [ADY*19]. Local computational power has exploded, with available
random access memory (RAM) progressively becoming sufficient for
sophisticated embedded machine learning [GHS*22, PAL22] and dedicated
accelerators being directly integrated into the sensor to automatically pre-
process sampled data [STM23]. Low-power wireless networks benefit from
continuous progress in more capable and efficient radio technologies such
as mmWave radars [DSTX23] and backscattering [PKD18] as well as com-
munication schemes that permit robust and quick data exchanges [ZMS20,
STVP23]. Lastly, the pervasiveness of the Internet means not only that
people are increasingly expected to be constantly available, but also that
each of their devices should be permanently online as part of the Internet
of Things (IoT) so we can stream data, monitor deployments, and control
dynamic processes in real time.

In this thesis, we instead propose that many systems may benefit from
additional capabilities if we increase their autonomy and allow indepen-
dent low-power wireless networks. Concretely, we have investigated (i) the
autonomy from infrastructure, (ii) the autonomy from pre-configurations,
and (iii) the autonomy from manual interventions.
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Firstly, the dependence on infrastructure to serve as data sinks and
reference points restricts systems to covered areas and thereby strongly
limits their mobility. However, many systems rely on the ability to operate
in previously unknown and potentially unpredictable locations and do not
necessitate constant connectivity to the Internet as their functionality is
based on the exchange within the wireless network itself. While some
innovative technologies with a longer range such as LoRa may significantly
reduce the constraints of infrastructure-based operation, they come at
the cost of increased energy consumption and require novel concepts to
integrate them into a low-power network.

Secondly, many protocols require fundamental parameters such as a
designated leader, the round period for synchronous communication, or
the total number of nodes to be fixed ahead of a deployment. Such pre-
configurations severely limit their reactivity to changes in the environmen-
tal conditions and application demands and thereby prevent the system
from adapting and automatically improving its performance.

Thirdly, a lack of fault tolerance and adaptivity may necessitate
manual interventions after a leader failed and cannot coordinate a network
anymore or when a cluster of nodes got temporally separated from the rest
of the network and lacks the orchestration to preserve communication.
In order to reduce maintenance costs, scale deployments, and increase
reliability, a system should be able to independently cope with node and
link failures and ensure that it can continue to operate to the best of its
abilities by adjusting to the new operating conditions.

6.1 Contributions

In Section 1.1, we presented our aim to boost the autonomy of low-power
wireless networks by improving the two aspects of autonomous formation
and autonomous resilience. Autonomous formation has been covered in
Chapter 2, Chapter 3, and Chapter 4. We have presented approaches to
use both combinations of radios and modulations to form autonomous
networks by coupling networking and sensing, and further showed that
a symbiosis of cluster coordination and cluster discovery supports highly
dynamic networks. Autonomous resilience has been the focus of Chapter 3
and Chapter 5. By exchanging information on connected nodes and their
demands, we have demonstrated that consensus enables the nodes to
autonomously orchestrate their network and even provably guarantee safe,
adaptive, and persistent communication despite node and link failures.
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Infrastructure-Free Tracking through Mobile Sensor Networks

In Chapter 2, we present a novel dual-radio architecture for infrastructure-
free interaction tracking with SociTrack. We achieve this unprecedented
autonomy from infrastructure for UWB-based systems through a combi-
nation of complementary radio technologies, which permits us to form
dynamic clusters using continuous discovery and capture interaction data
in situ. The system’s high mobility is supported by an independent clus-
tering and network management scheme that adapts sensing to changes
in the network topology. Reliable multi-hop networking then ensures that
all pairwise interactions between connected nodes are efficiently gathered
with high measurement fidelity.

The presented approach to enable infrastructure-free sensor deploy-
ments based on SociTrack has been successfully adopted in its target
scenario to capture caregiver-infant interactions. Three research groups
are actively participating in the development of successive generations
of the platform by improving its ease of use through iterative testing
in user studies. Furthermore, initial domain-specific findings have been
published [SPH*22], with groups in North America and Europe interested
in adopting the system for research in social sciences. Similarly, other
researchers in low-power wireless networking have followed suit and also
developed a wireless sensing system based on our proposed heterogeneous
concept [ILM*21].

Robust Orchestration for Autonomous Networking

In Chapter 3, we demonstrate how to achieve robust network orchestration
despite arbitrary node and link failures with Demos. The protocol bases its
autonomy from manual interventions on a symbiosis of cluster discovery
and cluster coordination, allowing it to quickly adapt to changes in the
network topology without halting the exchange of data. We show that by
introducing novel election quorums to independently find consensus on
cluster leadership, we can further boost autonomy from pre-configurations.
Demos forms autonomous clusters of connected nodes and instantly
reacts after a leader fails or the network splits, thereby leveraging its
dynamic coordination mechanism to ensure that the cluster information
remains up-to-date. Through a cluster-wide discovery scheme that quickly
merges clusters once they encounter each other, the protocol supports
high node mobility and ensures maximal network coverage. With its
adaptivity, Demos is the first low-power wireless protocol that provides
robust network orchestration for autonomous multi-hop networks.
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Exploiting Spatial and Temporal Correlation for Event-based Com-
munication in WSNs

In Chapter 4, we propose to directly incorporate sensor signals for
networking with STeC. By forming ad-hoc clusters using the co-detection
of an event at multiple nodes quasi-simultaneously, the protocol exploits
the spatial and temporal correlation of such sensed events to bootstrap a
network. Through purely event-based communication without any fixed,
periodic overhead and the local election of a leader from a dynamic
set of nodes, we boost autonomy from pre-configurations. Furthermore,
we find that locally filtering data and only utilizing a long-range link
for events of confirmed relevance enables us to integrate an energy-
intensive technology such as LoRa and still facilitate long-term, battery-
powered deployments. As this combination of radio modulations permits
us to employ a single data sink with a large coverage for communication
with various independent clusters of sensor nodes, we thereby boost the
autonomy from infrastructure. With STeC, we are the first to structure
a network from the ground up by leveraging correlated sensor events.
This autonomous formation represents a fundamentally new approach to
alleviate the elementary conflict of synchronous systems between duty
cycling and reactivity.

Concurrent Coordination for Fault-tolerant Networking

In Chapter 5, we introduce the concept of concurrent coordination to
increase the fault tolerance of low-power wireless networks with Hydra.
Unlike most deterministic network protocols, all nodes in Hydra are equiv-
alent in terms of protocol logic as well as configuration. Leveraging a novel
distributed consensus algorithm that yields provably unique decisions
combined with decentralized synchronization, the protocol avoids any
entity that maintains a unique state or serves a special role. Together with
the protocol’s ability to adapt to the application’s traffic demand while tol-
erating arbitrary message loss, Hydra hence provides high autonomy from
pre-configurations. By integrating a versioning-based scheduling scheme,
it ensures safe and persistent communication despite frequent node and
link failures. Concurrent coordination empowers the protocol to take full
advantage of physical redundancy and makes it excel in its autonomy from
manual interventions through formally proven guarantees. This concept
makes Hydra the first fully distributed protocol that avoids centralization
by design to enable fault-tolerant low-power wireless networking.
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6.2 Future Directions

In particular due to the high required interdependence between protocol
components, the development of an autonomous low-power wireless net-
work protocol is demanding and must factor a diverse set of considerations
into the design process. While this thesis presented progress in achieving
autonomous formation and autonomous resilience, we identify additional
opportunities to further build upon our work in the following paragraphs.

Autonomy from infrastructure

While dependence on infrastructure does constrain a system'’s deploya-
bility, such installations can also be exploited to complement and extend
the system’s capabilities. For example, SociTrack may benefit from static
anchors at known locations to translate relative pairwise distance measure-
ments to the absolute position of an object. For this reason, the design in
Section 2.5 includes an exclusive responder that can leverage the plentiful
resources of infrastructure-based nodes to boost the performance of more
restricted nodes. Similarly, while STeC may directly notify an alarm system
of a relevant co-detection over a long-range link, it still requires such a
component to permanently listen and thereby draw on resources that can
only be provided by deploying infrastructure. While connectivity to the
Internet via a data sink is unnecessary for the co-detection itself, it is
advantageous to keep decision-makers informed of ongoing activity and
monitor a situation over time. Therefore, infrastructure can be of great
benefit to an autonomous system and may be considered in the design
process as an option to significantly increase its effectiveness.

Future approaches to infrastructure usage without restricting a sys-
tem’s mobility may include the opportunistic integration of omnipresent
technology such as GNSS or cellular information to enrich the location
information of interactions. Furthermore, most WSN deployments will
require connectivity to a back end in practice for monitoring and main-
tenance purposes in production systems. Recent developments such as
global LoRa connectivity using cube satellites [SEA*20] may enable a
transceiver such as the one used by STeC to relay information via space and
effectively alleviate coverage restrictions in remote outdoor deployments.
Complementarily, growing collaborative networks [The23] may similarly
reduce such coverage problems in more rural settings.
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Autonomy from pre-configurations

In this thesis, we primarily focused on avoiding the hard-coded leader
configurations that can be found in the vast majority of deterministic
network protocols. Furthermore, the presented protocols were designed to
adapt scheduled communication based on the current traffic demand in
order to preserve efficient long-term performance in contrast to protocols
that use fixed schedules. However, the demand for adaptivity occasionally
directly conflicts with other desired properties. For example, Hydra fixes
both the maximal number of nodes in the network as well as the epoch
length, as discussed in Section 5.7. It does so to preserve the safety
property which fundamentally relies on all nodes in the network using the
same parameters. However, safety may be of secondary concern in some
deployments compared to improved flexibility or energy efficiency; while
we sketch how such options could be instantiated, additional research
on how to systematically permit key system parameters to be adapted
network-wide could significantly improve the adaptivity of protocols.

In particular, more dynamic protocols may boost energy efficiency
through a single, crucial decision. As already noted more than a decade ago,
the most consequential decision for a low-power system is to determine
whether to stay awake or return to sleep [DDHC'10]. For example,
Chapter 3 required a fixed number of elections which cannot be skipped for
the most reliable relative quorum unless it can be confirmed that no node
still intends to propose. Using novel techniques such as Flick [STVP23],
nodes may first conduct a binary cluster-wide operation to check whether
anyone is still interested in additional elections and otherwise save time
and energy by skipping more involved communication.

Autonomy from manual interventions

Protocols often need to rely on assumptions or hard requirements on the
deployment scenario. For example, while Hydra provides unprecedented
guarantees, it still requires a majority of nodes to participate in its
distributed consensus mechanism and may halt operation if more than
half of the nodes are unavailable. Such a situation can be encountered
following permanent hardware failures that may be correlated throughout
the network [WC19] or because of complete battery depletion at nodes that
experience more frequent activity.

However, a combination of mechanisms on the hardware level as
well as on the protocol level could help to mitigate such disruptions. Re-
configurable hardware [ADY"19] may enable networks to flexibly adjust
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capabilities at a certain node and transfer responsibilities after another one
failed, and the significant advances in energy harvesting systems help to
extend the lifetime of autonomous deployments. In particular, harvesting
systems that can reliably provide energy using a backup system [JAD19]
may be used to reduce the occurrence of such issues in the best case,
but at the minimum ensure that the network can be notified of imminent
node failure so that assumptions (in this case on the total number of
available nodes) can be adjusted. Such mechanisms could contribute to
identifying cases when assumptions are on the verge of being violated; in
combination with a clear assessment of what consequences such a violation
could cause and potential intermediate steps to alleviate them, the fault
tolerance of systems could become more pronounced. With Demos and
Hydra, we have proposed protocols that enable multiple parallel clusters
using assumption-based quorums and provide hard, provable guarantees if
given requirements are met. We hope that our focus on formally verifying
properties under known conditions inspires other works to follow suit and
provide the means for a more dependable IoT.
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