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Abstract

When optimizing complex systems, one of the main problems is the size of the
search space, as complex problems have many decision variables and require
large populations. Two problems emerge. Firstly, reaching the Pareto-optimal
front in reasonable time is difficult. Secondly, after an approximation of the
Pareto-optimal front has been found, the large number of solutions makes it
difficult to decide on a final set of solutions.

This thesis introduces a novel approach to a framework which uses pattern
identification to achieve a search space reduction in case of the binary two
dimensional knapsack problem. Applied to the decision making problem, it
produces hierarchical groups of solutions and helps to learn about the problem
structure. When applied to the optimization algorithm itself, grouping of de-
cision variables is used to make the optimization converge faster towards the
Pareto-optimal front.

In this thesis it is shown that Pareto-optimal fronts as well as approximations
thereof display a high degree of structure. To highlight these structures, several
automatic methods to find modules in the binary decision space matrix, and
to group solutions with similar modules, are developed. These methods are
compared according to multiple test cases and the best one is selected. The
groups which are found exhibit a tree structure. As the designer should not be
presented with the whole group tree, which in complex systems might become
very large, an automatic method to cut the tree on a reasonable level has been
developed.

The selected method is then applied to the evolutionary algorithm (EA) at run-
time, where the modules are used to reduce the search space during execution of
the EA by grouping similar decision variables. In a new reduced representation,
these groups of decision variables are varied instead of the individual decision
variables. It has been shown that if the modules of the Pareto-optimal front
are used, the population converges faster to the optimum than with the original
EA. Nevertheless, this behavior could not be observed if modules of the EA
population are used.
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Chapter 1

Introduction

1

1.1 Motivation

When modeling complex systems, a search space exploration may be necessary,
where all solutions are compared with respect to the different objectives to
find an optimal solution. Usually it is not possible to optimize all objectives
simultaneously, as most objectives are conflictive.2 Because there is not a single
optimal solution, the exploration results in a set of incomparable solutions,
called the Pareto-optimal set.

1Taken from xkcd: http://xkcd.com
2Example: faster systems usually are more expensive than slower ones
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As an exact calculation of the Pareto-optimal set usually is not feasible, an
approximation of the Pareto-optimal set is calculated, for example using evolu-
tionary algorithms.

With increasing number of objectives, the Pareto-optimal set contains more and
more incomparable solutions, which makes larger populations necessary. The
larger populations in turn lead to two problems. Firstly, it takes longer to reach
the Pareto-optimal front with larger populations, and secondly, it becomes more
difficult to decide on a final set of solutions from the approximation set.

It is the goal of this thesis to find structures in a given set of solutions and to
reduce it with this information. The reduction of a population consists of two
steps. Firstly, groups of decision variables that occur in several solutions are
merged into modules. Secondly, solutions with similar modules are combined
into groups.

The decision space of a set of solutions is represented by a matrix. In this
matrix, each row represents a solution, whereas the columns are the decision
variables. For the sake of simplicity, only binary decision spaces are considered
in this thesis.

In other words, it is the goal of this thesis to reduce a binary matrix in both di-
mensions. The width of the matrix may be reduced by finding modules, whereas
the height of the matrix is reduced by grouping rows with similar modules.

Two scenarios, as described in the following sections, are studied in this thesis.

1.1.1 Offline Scenario

In the offline scenario, the optimization has already been completed, resulting
in a Pareto-optimal front or an approximation thereof. Using an appropriate
algorithm which has yet to be chosen, modules have to be identified. Afterwards
solutions containing similar modules are grouped, also taking into account the
respective objective space values of the solutions.

1.1.2 Online Scenario

In the online scenario, the algorithms developed for the offline scenarios will
be adapted for the use during optimization. This adaption aims at reaching
the Pareto-optimal front faster than with the original evolutionary algorithm
by reducing the search space. To this end, the focus primarily lies on groups of
decision variables, not on groups of solutions like in the offline scenario.

1.2 Related Work

1.2.1 Offline Scenario

In this thesis, the goal of the offline scenario is to find structure in solution sets,
to reduce the search space with this information and to group solutions to learn
about the problem at hand.
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Several projects exist which provide reasons to believe that there actually is a
certain degree of structure in Pareto-optimal sets or approximations thereof.

Preuss et al. [1] examined the connection between decision and objective space.
For two parameters and two objective space values, they constructed a sample
problem where a well structured distribution of solutions in decision space maps
on a less structured solution distribution in objective space. They showed that
an investigation of the objective space alone in some cases does not suffice to
reach good solutions.

Deb and Srinivasan [2] introduced a new design methodology called Innoviza-

tion, which uses optimization methods not primarily to find optima, but to de-
velop new design principles by gaining a deeper understanding of the problem
at hand. Considering among others a brake design example with two conflicting
objectives, they found that two out of five decision variables have the same value
for all solutions in the Pareto-set approximation. With this result they showed
that not all decision variables are necessary to represent the system.

Hartigan [10] developed a direct clustering algorithm which produces a parti-
tioning of the matrix. It partitions the matrix into biclusters. Biclusters are
defined as a set of columns which behaves similarly across a set of rows. These
biclusters exhibit a tree structure in both axes, which means that when these
biclusters are mapped to the axes, two biclusters either have to be disjoint or
one has to include the other. A newer biclustering algorithm called Bimax [11]
finds an exhaustive set of all biclusters of ones in a binary matrix. Both of these
algorithms are used in this thesis to automatically find biclusters in a decision
space matrix.

In Biology, clustering algorithms are usually applied to find groups in gene ex-
pression data. These algorithms, for example clustering based on Euclidean
distance, group the genes according to some distance measure. The problem
with this approach is that the similarity between genes are not based on sim-
ilarities in certain groups of conditions, but on similarities over all conditions,
which may lead to the masking of smaller, less prominent groups of conditions.
This problem can be solved with the concept of biclustering, where genes and
conditions are grouped simultaneously. Cheng [3] introduced a node-deletion
algorithm which finds biclusters in gene expression data that have low mean
squared residue scores. These biclusters are then used to gain information about
gene groups and about classes of conditions.

Other standard techniques exist which aim at dimensionality reduction. Princi-
pal Component Analysis for example reduces the dimensionality by transforming
the data to a new coordinate system. Feature extraction, on the other hand,
reduces dimensionality by minimizing redundancy in describing data. It strives
to find a set of features which is easily and fast to describe but which still
represents the data accurately.

Most algorithms encounter problems when being run on complex systems. As
the number of decision variables and solutions grows, calculations of complex
algorithms become infeasible. While other algorithms like feature selection work
well on large data sets, similarities in the data set might be lost. This is why
in this thesis, the idea of search space reduction, which makes the handling of
large data sets feasible, is combined with biclustering and grouping of solutions,
which preserves the initial structure of the data set.
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1.2.2 Online Scenario

Other approaches try to speed up the optimization by varying blocks of decision
variables instead of varying the decision variables individually. Such blocks
of decision variables may be defined as schemata, which were introduced by
Holland [4, 5]. A schema is a similarity template which is of the same length as
each solution and contains fixed numbers and don’t care characters. The fixed
numbers indicate bit positions that are fixed in the respective schema, and don’t
cares stand for those positions which are not fixed. As an example, the schema
*1*0 matches the string set {0100, 0110, 1100, 1110}.

The most prominent example using this schemata is Goldberg’s messy GA
(mGA) [8, 9], which manipulates special schemata. It is based on the schema
theorem that has been postulated by Goldberg [6]:

“Short, low-order, above-average schemata receive exponentially in-
creasing trials in subsequent generations.”

Short in this case means that the distance between the first and the last specified
position is small. Low-order schemata are schemata with only few specified bit
positions. Schemata which are both short and low-order are less likely to be
disrupted by crossover. Above-average schemata match solutions which have
high fitness values and therefore are more often selected. These short, low-
order, above-average schemata are called building blocks3.

The special schemata which Goldberg’s messy GA manipulates are these build-
ing blocks. In the mGA, all possible building blocks of a specified size are
generated at the start of the algorithm. Because this enumeration of building
blocks is computationally expensive, the fast messy GA (fmGA) was introduced,
where the building blocks are initialized probabilistically.

Haubelt et al. [15] have introduced a hierarchical problem description of an
initially non-hierarchical problem to reach the Pareto-optimal front faster. They
proposed an adaption of mutation and recombination methods to deal with the
hierarchical decision vectors.

The problem with both the Goldberg and the Haubelt approach is that the
representation reduction has to take place before the optimization. And at
least in the Haubelt approach, the user needs to have some knowledge about
the system structure to be able to generate the hierarchical description of the
problem.

Therefore in this thesis, a new approach is devised, which makes it possible to
do the representation reduction online and automatically. It is also possible to
switch back and forth between the reduced and the ordinary representation to
optimize the speed of the optimization.

3See [7], Chapter 4.2 for a more detailed building block overview



Chapter 2

Offline Scenario

In this chapter, the approach to the offline scenario is delineated. After defining
the offline problem, several ideas are discussed that have been discarded in the
end. Then, the choice of biclustering algorithms, which are used to find modules,
is illustrated. The two chosen algorithms and their implementation is described
in the next sections. Finally, an automatic method is developed which splits
the generated group tree at a reasonable level.

2.1 Goal

When optimizing complex systems, several difficulties emerge both during the
optimization and after the search, when the Pareto-set approximation is given.
These difficulties are due to the fact that in complex systems, there are many
decision variables and therefore the search spaces become very large. Large
search spaces in turn lead to many Pareto-optimal solutions.

The main problem which the offline scenario deals with is that in decision mak-
ing, after the search, it is difficult to decide on a final set of solutions out of the
many solutions of the Pareto-set approximation.

To tackle these problems, a framework has to be developed which provides
the means to automatically identify patterns in the Pareto-set approximations.
These patterns are then used to achieve a search space reduction.

2.1.1 Definition of Offline Problem

The reduction is composed of two steps. In the first step, modules are automat-
ically identified in the decision space representation of the Pareto-set approxi-
mation. These modules highlight similarities between decision space variables.
Modules are defined as biclusters of ones. This is due to the fact that in selection
problems, such as the knapsack problem, it is more interesting to know which
items are selected in a solution than to know which items are not. Furthermore,
there are codings as for example for the network processor design of the EXPO
tool [16], where there are much more zeros than ones, and therefore the main
focus lies on the ones.



6 Chapter 2 - Offline Scenario

The goal is to make these biclusters of ones, or modules, as large as possible.
A bicluster is defined as a set of columns which behaves similarly across a set
of rows. To find these modules automatically, two biclustering algorithms are
considered.

In the second step, these modules are used to group solutions. To this end,
solutions which have similar modules are merged into groups. For an easier
representation of groups and to make the selection of groups more simple, a
tree structure of the groups is required, which means that when mapped to the
axes, two biclusters either have to be disjoint or one has to include the other. In
cases where the groups are not directly given by the modules, grouping methods
have to be developed which assure the tree structure of the groups.

The goal of the groups is to contain solutions which are as similar as possible.
Similarity has to be defined both in the decision and the objective space. As
the designer in the end should not be presented with the whole group tree, the
tree has to be cut on a certain level. A method has to be developed which
automatically generates this best level cut.

For the sake of simplicity, only binary decision spaces are considered. Starting
with two objectives, the methods need to be developed such that they may also
be applied to higher dimensional objective spaces. As a test problem, the two
dimensional knapsack problem is chosen, where the decision variables are called
items.

The decision space representation of a Pareto-set approximation is given in a
binary matrix, where the rows are the solutions and the columns are the decision
variables. A one indicates that the corresponding decision variable is selected
in the respective solution.

In a first step, the degree of structure in Pareto-set approximations has to be
identified. This is done in the following sections.

2.2 Discarded Ideas

Before starting on finding modules and groups, several other approaches were
considered to reduce the search space, both in the decision variable direction
and in the solutions direction. As these ideas influenced the choice of the final
approach, they are briefly discussed in this section.

2.2.1 Coding Similar Columns Blocks

The straight forward way to reduce decision variables is to code similar blocks
of decision variables. In this approach, groups of decision variables which only
occur in a subset of configurations are represented by the necessary number
of bits. If, for example out of three decision variables all solutions either only
contain the first decision variable, or otherwise none of these three decision
variables, then these decision variables may be represented by one bit.

The first problem that emerged was the lack of an appropriate quality measure
of the coding. Minimizing the number of coding bits was considered, but in this
case it is obvious that the best result will be achieved by coding the n different
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decision variables by log2 n bits. But with such a coding, all information about
similarities between decision variables and between solutions will be lost, and
different solutions will be assigned a random new representation number which
does not depend on the initial representation. Such a reduction is of no use if
the solutions shall still be grouped after the reduction.

The second problem was the fact that blocks of decision variables can be of any
size. Therefore testing all possible blocks is infeasible for large search spaces.

2.2.2 Discarding Identical and Complementary Columns

Depending on the structure of the decision space, it is possible that one decision
variable can be found in exactly the same solutions as another decision variable.
In this case, the two decision variables may be combined into one decision vari-
able, as they are identical. The same goes for pairs of decision variables if all
solutions contain exactly one of the two decision variables. In this case, the
decision variables are said to be complementary.

Tests showed that there usually are less than one percent similar or complemen-
tary decision variables (see Table 2.1, where for each matrix size, the average
was taken over 11 different problems). In this table, the absolute numbers in-
dicate the number of columns which are either identical or complementary to
another column. The percentage values indicates the percentage of columns
that may be discarded in each case. Columns which contain only ones or only
zeros have been discarded prior to these tests.

Number of decision variables
100 300

Identical Complementary Identical Complementary
Population 100 1.0% (1.0) 1.6% (1.6) 3.5% (10.5) 5.3% (15.9)
size 300 0.3% (0.3) 0.5% (0.5) 1.4% (4.1) 1.8% (5.5)

Pareto Front 0.1% (0.1) 0.1% (0.1) 0.1% (0.4) 0.1% (0.2)

Table 2.1: Number of Identical and Complementary Decision Variables

2.2.3 Iterative Biclustering with Bimax

In this approach, all biclusters of ones are found in the decision space matrix of
the problem. Then, a subset of all biclusters is selected. The subset is selected
such that it covers as many ones of the matrix with as few biclusters as possible.

Afterwards, a new representation is generated, in which the new decision vari-
ables are the selected biclusters. So each solution is now defined by the set of
biclusters which it contains.

The Bimax algorithm can then be applied to this new representation again and
again. After each Bimax run, solutions with similar representations are grouped.
This becomes possible because when the selection of biclusters is made, an error
is usually allowed to assure that the new reduced representation does not have
more decision variables than the old one.
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In the original representation, declaring a few ones as error does not lead to any
problems. In the reduced representation though, where each one represents an
arbitrarily sized set of decision variables, declaring a one as error may distort
the representation of the affected solutions considerably.

In the test runs, it has been found that most solutions are grouped because
they do not contain any biclusters anymore, as all ones in the representations
have finally been declared as error. This is of no use since the groups should be
generated based on the similarities between the solutions.

2.3 Selection of Biclustering Algorithms

Since the approaches proposed in the above section exhibit major drawbacks,
the initial idea of identifying modules in the decision space matrix of the problem
is considered next.

To automatically find modules in the matrices, a biclustering algorithm has to
be selected. [12] gives a good overview over different bicluster types and the
appropriate methods to find them. In the case of a binary matrix, the main
interest lies on biclusters with constant values, specifically biclusters which only
contain ones or which only contain zeros.

Hartigan [10] proposed one of the first algorithms to find blocks of constant val-
ues by finding a partitioning of the matrix. Several other algorithms are based
on his ideas, for example [13], which extends the original Hartigan algorithm,
or [14], which follows up on the divide-and-conquer strategy introduced by Har-
tigan. The Hartigan algorithm has many advantages. It is exhaustive, which
means that all elements of the matrix belong to at least one bicluster. Its im-
plementation is simple and its computation fast, due to the divide-and-conquer
strategy. The resulting biclusters are highly structured and a tree structure can
be required on both axes. The drawbacks are that the biclusters cannot overlap
and can only encompass neighboring solutions.

Therefore, as a counterpoint to the Hartigan algorithm, the Bimax algorithm
[11] has been chosen. While the Hartigan algorithm is simple and well struc-
tured, the Bimax algorithm finds an exhaustive set of biclusters containing only
ones. The advantage of such an approach is that the resulting biclusters are
very flexible, as there is no restriction of the size or shape of the biclusters,
and they are also allowed to overlap. The drawback is that these biclusters do
not structure the matrix at all and groups are not implicitly given. Therefore,
several grouping methods have to be developed to find an appropriate grouping
based on the given biclusters.

These two biclustering algorithms will be explained in detail in the following
two sections.

2.4 The Hartigan Algorithm

The biclustering algorithm introduced by Hartigan [10] is a direct clustering
algorithm, also known as Block Clustering, which is based on the divide-and-
conquer principle. This algorithm produces a partitioning of the matrix into
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biclusters of ones or zeros. The resulting biclusters of ones are the modules of
the matrix, and the tree structure which may be required on either one or both
axes defines the grouping of the solutions. A tree structure means that if the
biclusters are mapped on the axis, they either have to be disjoint or one bicluster
needs to include the other. This ensures that the matrix can be split along the
borders of the largest bicluster without disrupting any smaller biclusters.

The pseudocode of the Hartigan algorithm looks as follows:

Sort the matrix

while splittable /* there still are biclusters which contain both ones

and zeroes and the minimum bicluster size is not yet reached */

select the next best splitt /* according to chosen split measure */

update fixed splits /* see Figure 2.2 */

calculate and store the next best split of the two new submatrices

end while

The algorithm starts by sorting the matrix in both axis directions. It then pro-
ceeds to split the matrix into two sub-matrices, followed by iteratively splitting
the created sub-matrices until each sub-matrix either reaches a minimum size
or contains only ones or only zeros. If it reaches the minimum size without
containing only ones or only zeros, the ones in the sub-matrix are declared as
error.

To define the characteristics of the algorithm, three decisions have to be made.
The first one is which method should be used to sort the matrix prior to the
biclustering. The second one is which measure should be used for the splitting in
the divide-and-conquer strategy. And the last one is whether the tree structure
which is achieved by making use of fixed splits is only required on one, on both
or on none of the axes.

The methods which were developed for these three decisions are explained in
the following sections.

2.4.1 Presorting of Matrix

As the algorithm produces a partitioning of the matrix using a divide-and-
conquer strategy, the row and column order cannot change during algorithm
execution. It is therefore important to find an appropriate method to sort
the matrix prior to the bicluster calculation. Several methods that have been
implemented are described in the following subsections.

Sorting According to Row Sums and Columns Sums

This is the sorting method proposed by Hartigan. It is designed to be applied
to a matrix consisting of real values. When applied to a binary matrix, several
problems arise. The biggest drawback is that in a binary matrix, the probability
of several rows or columns having the same sum value is quite high. The sum
value yields no information about the location of the ones. An example to
demonstrate this problem can be found in the following matrix:
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Although this matrix could be easily regrouped as shown above, it is not when
sorting according to row and column sums, as row sums are equal to 2 for every
row and column sums are equal to 4 for every column.

Sorting According to Distance Measure

This method divides the vectors into two groups. All vectors are iteratively
assigned to these two groups. First of all, the two vectors that are furthest
from each other are calculated, considering the chosen distance measure. These
two vectors provide the foundation of the two groups and are placed at the
opposing edges of the sorted matrix. The method then iteratively selects from
the remaining vectors the vector which is nearest to one of the last two vectors
that have been added to the groups and places it next to this last selected vector,
towards the middle of the matrix.

The following distance measures are considered, where a higher value means a
higher distance:

• Hamming distance: The percentage of bits for which the values of the two
vectors differ.

• Jaccard distance: One minus the number of bit pairs that are both one

divided by the number of bit pairs that have at least 1 one. 1 − |A∩B|
|A∪B| =

|A∪B|−|A∩B|
|A∪B|

• City Block distance: In the binary case the same as the Hamming distance.

• Minkowski distance: Includes the City Block (1-norm Minkowski distance)
and the Euclidean distance (2-norm Minkowski distance).

• Cosine distance: cos(x, y) = 1 − <x,y>
||x||·||y||

• Chebychev distance: Maximum distance of all pairwise distances, which
in the binary case is either zero, if the vectors are the same, or one, if the
vectors differ.

• Entropy: The entropy is calculated according to the formula H(X |Y ) =
∑

(Y =y) P (Y = y)H(X |Y = y), where H(X |Y = y) =
∑

(X=x) P (X =

x|Y = y)ldP (X = x|Y = y). The problem with pairwise entropy is the
same as with the Chebychev distance. It is either zero for identical vectors
or one for different vectors.
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To compare these distance measures, an exhaustive set of vector pairs of length
4 is considered:
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
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While the pairs in the first row are identical, those in the second/third/fourth/fifth
row vary by one/two/three/four bits.

Based on these vector pairs, the cosine distance measure may be discarded, as
it produces divisions by zero. The other distance measures are shown in Figure
2.1.

It can be seen that the distance is zero for all measures as long as the two vectors
are identical (vector pairs 1 to 5, order corresponding to above enumeration).
The Chebychev and the Entropy measures may be discarded as well, as they
switch to distance one as soon as a variation is introduced. The Hamming,
City Block and Euclidean distances behave similarly, except for a factor. The
Hamming distance is chosen to represent this kind of distance measure.

Therefore, the only two distance measures that remain are the Hamming and
the Jaccard measure.

Sorting According to Objective Space Value

The underlying assumption of this method is that solutions which are close in
objective space have similar decision space representations. This method assures
that the calculated groups are always close in objective space, as partitions in
the matrix can only encompass neighboring solutions.
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Figure 2.1: Distance Measures Comparison

Sorting according to objective space values is straightforward for two dimen-
sional objective spaces, as Pareto-optimal fronts or approximations thereof con-
sist of non dominated individuals. Hence, if one individual is better in one
objective, it supposedly is worse in the other objective.

In case of a three or higher dimensional objective space, additional rules have to
be developed. One method is discussed in Section 2.4.3 on derived algorithms.

2.4.2 Split Measure

After sorting, the split measure is used to iteratively split the matrix into par-
titions, which will finally lead to a set of biclusters. In this thesis, three split
measures have been considered. The first one is the measure proposed by Harti-
gan. But as this measure relies on the sorting of the matrix by row and column
sums, a more general measure which is based on the percentage of ones was de-
vised in this thesis. In addition to this basic measure, a more elaborate measure
based on entropy was implemented.

Hartigan Measure

In accordance with [10], the Hartigan measure is defined by the sum of squares
reduction (SSQR). If, as an example, the matrix Bp has to be split into sub-
matrices B′

p and B′′
p the following formula is used:
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SSQR = cpr
′
p(A(B′

p) − A(Bp))
2 + cpr

′′
p (A(B′′

p ) − A(Bp))

where A(B) denotes the average of A over the block B. The best split maximizes
the sum of squares reduction. Hartigan has shown that the best split will occur
in order of the row means, i.e. all row means above the split will be less than
the row means below the split. Hence, it suffices to test only splits between
subsequent rows if the matrix is sorted according to row sums.

One problem faced by this measure is that even if the matrix is sorted according
to row sums, some sub-matrices where splits have to be found may be not.
Consider the following matrix:

0 0 1 0 0 1 1
0 0 0 1 1 1 1

Although the matrix as a whole is sorted correctly according to row sums (3
and 4) and column sums (0, 0, 1, 1, 1, 2 and 2), the left sub-matrix is not, as
its upper row has a higher row sum than its lower row.

Percentage Measure

The basic measure proposed in this thesis is defined as the difference of percent-
age of ones in the two sub-matrices created by the split, where the best split
maximizes the following function:

∣

∣

∣

∣

∣

∣

∣

∣

sum(B′
p)

size(B′
p)

−
sum(B′′

p )

size(B′′
p )

∣

∣

∣

∣

∣

∣

∣

∣

Similar to the Hartigan measure, the percentage measure is only computed
for splits between subsequent rows. The best split may or may not be one of
these computed splits, but as the matrix cannot be resorted during algorithm
execution, only these splits are available.

Entropy Measure

This measure strives to minimize the sum of joint entropies of the two sub-
matrices created by the split. For a column split, the joint entropy of the rows
of each sub-matrix is calculated. For a row split on the other hand, the joint
entropy of the columns is calculated.

The problem of the Entropy split measure is the higher calculation complexity.
While both the Hartigan and the Percentage measure were only dependent
on the number of rows/columns for a row/column split, the Entropy measure
depends on both row and column number for each split.
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Figure 2.2: Fixed Row and Column Split

2.4.3 Derived Algorithms

Relaxation of Tree Structure Restrictions

In the original algorithm proposed by Hartigan, a tree structure on each axis is
required, i.e. two biclusters either have to be disjoint, or one must include the
other on that particular axis. The advantage of such a tree structure is that it is
easier to represent and group the solutions and decision variables. However, if
there is no need for easy representation or grouping, the tree restriction should
be relaxed, as it limits the number of possible splits as shown for example in
Figure 2.2, where the upper gray box does only have one possible row split, and
the lower gray box only has one possible column split.

When the biclusters, as in the offline scenario, will later be used to group so-
lutions or rows, a tree structures is only required on the y-axis. For the online
scenario, where decision variables will be grouped, a tree structure on the x-axis
is required.

Relaxation of Sorting Restriction

The algorithm proposed by Hartigan can be adapted such that sorting of the
sub-matrices is allowed before each split. The goal of this adaption is to find
better splits. The drawback is the loss of the tree structure, which clearly defines
the solution groups.

Without the tree structure, the problem is similar to the Bimax problem after
the biclusters have been found. Therefore, the grouping methods developed for
the Bimax biclusters (see Section 2.5.3) are applied to this adapted Hartigan
problem.

Hartigan for Higher Dimensional Objective Spaces

Up to now, only two dimensional objective spaces have been considered. Two
methods depend on the objective space values. The first one is the presorting
method of the decision space matrix. The second one is the definition of the
importance or largeness of a module1, which may be defined in various ways,

1See Section 2.5.3 on the definition of largeness of modules
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like the number of ones it contains in the decision space, or the deviation which
is caused in the objective space if this module is discarded.

The deviation of the objective space values has been defined as the sum of
Euclidean distances between each point before and after the module has been
discarded. The definition of the Euclidean distance in general is defined for
n-dimensional spaces. Therefore, this poses no problems.

For the presorting of the decision space matrix, the adaption is not so easy. In
contrast to the two dimensional case, in which the two objective space values
of indifferent solutions are inversely proportional, it is not clear anymore how
to sort the matrix according to objective space values in higher dimensional
spaces, as sorting the individuals yields different sorting orders, depending on
the dimension in which the sorting takes place.

One possible solution is to sort the matrix according to all dimensions, and
compare the split values of the best splits, where the split with the highest
value will be selected. In case of the derived Hartigan algorithm with free
sorting before each split, this procedure may be repeated before each split.

2.5 The Bimax Algorithm

Bimax is a fast divide-and-conquer algorithm proposed in [11]. In a binary
matrix, it finds every bicluster of ones, which of course can overlap with other
biclusters.

2.5.1 Finding Biclusters

In contrast to the Hartigan algorithm, there is only one way to find the biclusters
with Bimax. With bigger matrices, finding all biclusters is infeasible. In this
case the minimum bicluster size may be increased, thereby introducing an error,
as there might be some ones that are only contained in smaller biclusters.

2.5.2 Selecting Modules

As most biclusters overlap, a subset of biclusters shall be chosen that will later
be used for grouping. The goal is to cover as many ones with as few biclusters
as possible. As testing all bicluster configurations is infeasible, a deterministic
method has to be devised. The method proposed in this thesis is straightfor-
ward. It iteratively selects the bicluster which covers most of the remaining ones
that are not yet contained in any previously chosen bicluster. These selected
biclusters are then defined as the modules.

2.5.3 Grouping of Solutions

In contrast to the algorithm proposed by Hartigan, the modules found with
Bimax have no tree structure on the y-axis. Therefore, a new way to group the
solutions according to randomly distributed modules has to be found. In this
thesis, the solutions are grouped by applying one of the following two methods.
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Increasing Group Method

The increasing group method starts with the largest module, where the defini-
tion of largeness has yet to be decided on. This module divides the solutions
into the first group and the rest, which has not been grouped yet. In order to
maintain a tree structure on the y-axis, all other modules are split according
to this first modules boundaries. Then, the next largest module is selected,
yielding the next group. This procedure continues until no modules with more
than one row remain.

Decreasing Group Method

This method subsequently discards modules, starting with the smallest modules.
The ones contained only in these discarded modules are considered as error. As
soon as two solutions have all their different bits considered as error, they are
merged into a group.

Comparison

Both methods have their drawbacks. The increasing group method has to deal
with the problem that after each step, the remaining modules are split along
the already existing group boundaries. One way to alleviate this problem is to
adapt the definition of a large module to benefit modules that contain more
rows. For example a higher weight could be assigned to the number of rows
(solutions) that a module contains.

The decreasing group method, on the other hand, has the problem that solu-
tions with a high error are more likely to be grouped with other solutions than
solutions with a low error, even if there are only a few similarities with other
solutions in the group.

As an example to illustrate both methods, the following matrix is considered.
In this example, the largeness of a module is defined by the number of ones it
encompasses.

The increasing group method first selects the module with 8 elements, thereby
grouping solutions 2, 3, 4 and 5 and splitting the modules with 6 and 4 elements
into a 4-element and a 2-element and into two 2-element modules, respectively.
Then it selects the remaining 4-element module from the initial 6-element mod-
ule, thereby grouping solutions 4 and 5. As none of the remaining modules
encompasses more than one solution, grouping stops. (Note: X stands for the
ones of selected modules).

0 0 0 0 0 1 1
X X 0 1 0 1 1
X X 0 0 0 0 0
X X 0 1 1 0 0
X X 0 1 1 0 0
0 0 0 1 1 0 0

⇒

0 0 0 0 0 1 1
X X 0 1 0 1 1
X X 0 0 0 0 0
X X 0 X X 0 0
X X 0 X X 0 0
0 0 0 1 1 0 0



2.5 The Bimax Algorithm 17

The decreasing group method, on the other hand, first groups solutions 4 and 5,
as they are identical. Then it discards the module with one element, afterwards
the module with 4 elements. Now it is able to group solutions 2 and 3. Finally it
discards the module with 6 elements and groups solutions 2, 3, 4 and 5. (Note:
X stands for the ones of discarded modules).

0 0 0 0 0 1 1
1 1 0 X 0 1 1
1 1 0 0 0 0 0
1 1 0 1 1 0 0
1 1 0 1 1 0 0
0 0 0 1 1 0 0

⇒

0 0 0 0 0 X X

1 1 0 0 0 X X

1 1 0 0 0 0 0
1 1 0 1 1 0 0
1 1 0 1 1 0 0
0 0 0 1 1 0 0

⇒

0 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 0 0 0 0 0
1 1 0 X X 0 0
1 1 0 X X 0 0
0 0 0 X X 0 0

⇒

0 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 0 0 0 0 0
1 1 0 0 0 0 0
1 1 0 0 0 0 0
0 0 0 0 0 0 0

In this example, the resulting groups of the two methods are quite similar, given
that they use the same measure to define the largeness of modules. Both meth-
ods group solutions 2, 3, 4 and 5 as well as solutions 4 an 5. The decreasing
group method even produces an additional group. In this case, grouping solu-
tions 2 and 3 is not a good choice, because their only similarity is the 8-element
module, which is also producing the group of solutions 2, 3, 4 and 5. There is
no reason to group solutions 2 and 3 separately.

Definition of Large and Small Modules

The definition of the largeness of a module indicates the order in which modules
are selected or discarded in the increasing and decreasing group method. In this
thesis, several definitions are considered:

• Size in Decision Space: The simplest definition of largeness is the number
of rows times the number of columns of a module.

• Free Ones in Decision Space: This definition yields the order used for
module selection. It is always calculated from largest to smallest module
and is defined as the number of ones in the module, which are not yet
contained in any previously chosen module.

• Fixed Free Ones in Decision Space: With this definition, the largeness
of a module is the number of ones that are exclusively contained in this
module. The advantage of this definition over the Free Ones definition is
that it does not depend on the order of selection. The drawback is that it
depends on all modules, not only the selected modules.

• Distance in Objective Space: Large modules should also be close in objec-
tive space, as they define the grouping. Therefore, a definition that takes
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Figure 2.3: Example Module Selection

the objective space into account is considered. For example the average
pairwise Euclidean distances of the objective space representation of the
solutions of this particular module could be calculated. This value can
then be weighted with the module size in the decision space.

• Deviation in Objective Space: The largeness of the module is defined as
the deviation in objective space that is caused by discarding the module.
As a distance measure, the sum of the Euclidean distance differences of
all solutions can be considered.

• Selection based on Rank, Size and Similarity in Objective Space: The
problem with definitions based only on the objective space is that the
closeness of the solutions of a module in the objective space depends on
the number of solutions in the module. Modules with fewer solutions are
usually closer in object space than modules with more solutions.

Therefore, a more sophisticated method to order the modules has been
developed. It selects modules based on a plot where the x-axis is the size
in decision space and the y-axis is the similarity in objective space. The
goal is to find the modules which are reasonably large, but still close in
objective space.

In a first step, a straight line from to the worst point of the plot to the
best point is drawn. For selecting the best module, only modules not
dominated in the plot by remaining modules are considered in each step.
The best module is the one closest to the line. An example of such a
module selection is shown in Figure 2.3, where the problem has 50 items
with seed 1.
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2.6 Best Level Cut of Group Tree

Until now the grouping has led to a tree structure that contains every group that
has been found. This tree becomes quite large, the more complex the system is
and the more decision variables and the more solutions there are in the Pareto-
set approximation. In the end, the user should only be presented with a part
of this tree, thereby reducing the tree to a reasonable number of groups. The
goal is to find a point where the error is smallest and the similarities of the
remaining groups is largest. To find this best level cut, the modules and the
ones they contain as well as groups and their similarities are plotted.

2.6.1 Structure/Error Plot

This plot shows how the number of modules corresponds to the ones contained
in chosen modules. The error is defined as the number of ones that are not yet
contained in an already chosen module. Modules are selected from largest to
smallest. When only the largest module is selected, the number of contained
ones is smallest and the error is largest. Given a set of already chosen modules,
the next best module in this case is the module that covers most of the ones
that are not contained in one of the already chosen modules. In each step, the
next best module is selected, lowering the error gradually by increasing the ones
contained in modules. Plotting the number of already chosen modules against
the inverse error (i.e. the number of ones contained in the chosen module) yields
the structure/error plot.

An example of such a structure/error Plot may be seen in Figure 2.4. Here, the
error is defined as ones not yet covered by already selected modules. In this
figure, the cumulated inverse error, which is similar to the cumulated number
of ones covered by the modules, is plotted.

2.6.2 Group/Similarity Plot

For each group, the similarity is calculated, either in the decision or the objective
space. The groups are then sorted according to their similarity, best first, and
plotted against their cumulated similarity, which yields the group/similarity
plot.

There are several problems concerning this kind of plot.

The first problem concerns the definition of similarity. The similarity may be
calculated in the decision or in the objective space. For calculation in the
decision space, the simplest way is to calculate the inverse Hamming distance
(number of identical decision variables). With this measure, the problem arises
that a certain amount of randomness is introduced. As solutions are grouped
because of some modules, the rest of the decision variables (which are not in
these modules) may or may not be similar but still contribute to the Hamming
distance.

To even out the influence of erroneous ones, the similarities are calculated for
each pair of solutions in the group. Then, the average over these similarities of
pairs is taken.
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Figure 2.4: Example Structure/Error Plot for Pareto-optimal Front with 100
Items

This measure leads us to the next problem: The Hartigan and the Bimax algo-
rithms are difficult to compare, as the Bimax algorithm has the advantage of
finding larger biclusters, because the Bimax biclusters are allowed to overlap.

An example plot of such a group/similarity plot may be seen in Figure 2.5. Here,
the similarity is calculated as the average pairwise inverse Hamming distance of
the group.

2.6.3 Comparison

In the structure/error plot, the Bimax algorithm obviously performs better than
the Hartigan algorithm, because the Bimax algorithm produces fewer and larger
biclusters. Consequently, the ones in the matrix are covered with fewer modules
than when using the Hartigan algorithm.

In the group/similarity plot, the Bimax algorithm, at least with the increasing
grouping method, also performs slightly better than the Hartigan algorithm,
i.e. it produces fewer groups while maintaining similarities comparable to those
of the Hartigan algorithm. Again, this may be attributed to the fact that the
Bimax algorithm produces fewer biclusters because they are allowed to overlap.

The problem of the structure/error plot obviously is that the similarities of
groups are not considered. The group/similarity plots, on the other hand, are
calculated based on all modules, thereby eliminating any possibility of allowing
error in the matrices.
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Figure 2.5: Example Group/Similarity Plot for Pareto-optimal Front with 100
Items

Therefore, a new approach will be devised in the next section, where the two
plots are connected.

2.6.4 Best Level Cut Based on Both Plots

To combine both plots into one, it was decided to forget about the different
group similarities and use only the average similarity of all groups instead.

With that decision made, the error can be plotted against the average similarity
of the groups that are generated by the modules that correspond to the respec-
tive error. In other words, to generate the new plot, the structure/error plot is
traversed from right to left, the error increasing as more and more modules are
discarded. In each step, the groups are calculated using the remaining modules
and their average similarity is plotted against the error (see Figure 2.6 for an
example).

To find a best level cut on this plot, a method has to be found that is not sensitive
to minor irregularities in the plot, which occur especially at the beginning of
the plot. This is the reason why methods that consider the maximum gradient
do not deliver consistent results.

Therefore, another method is devised: The plot is normalized such that its
lower left point starts at (0,0) and its upper right point ends at (1,1). Then,
a straight line with a pre-defined gradient which passes through the leftmost
point of the plot is considered. The best level cut is the point which is furthest
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Figure 2.6: Example Error/Similarity Plot for Pareto-optimal Front with 100
Items

away (Euclidean distance) from this line (see Figure 2.7 for an example). By
default, the gradient is 45 ◦. When aiming for a lower error, the gradient should
be higher. For a higher similarity the gradient should be lower.

2.7 GUI

A Matlab based general user interface (GUI) was developed to provide an easy
way of testing the different biclustering methods on a matrix. It is possible to
select a matrix and a biclustering and grouping method. The resulting groups
are automatically displayed in the objective space.

For further analysis, an error may be set and the resulting biclusters can be dis-
played in the decision space. To investigate about single groups, their solutions
can be displayed in decision space. Additionally the decision variables with are
selected in all or none of the solutions of this group are displayed. It is also
possible to find the best level cut.

An introduction on how to use the GUI is given in Appendix A.

2.8 Summary

When optimizing complex systems, one of the problems that emerge is that
after the search, when the Pareto-set approximation is given, it is difficult to
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Figure 2.7: Example for Finding the Best Level Cut for a Pareto-optimal Front
with 100 Items

decide on a final set of solutions. In the offline scenario, methods have been
developed which find modules to highlight similarities of decision variables and
which group solutions with similar modules.

To find modules automatically, two biclustering algorithms, namely the Harti-
gan and the Bimax algorithm, have been used. For both algorithms, several
variations exist. In case of the Hartigan algorithm, these variations focus on the
identification of modules. In case of the Bimax algorithm, on the other hand,
different methods have been developed to group solutions when given a set of
modules.

The grouping of solutions results in a tree structure of groups. For more complex
systems, this tree becomes very large. As the user should not be presented
with the whole tree, a method which cuts the tree on the best level has been
developed.

Finally, a GUI has been implemented which makes it possible to test the algo-
rithms on different problems.
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Chapter 3

Offline Scenario Results

In the last chapter, various methods for finding modules in binary decision space
matrices and for grouping solutions with similar modules have been developed.
In this chapter, these methods will be compared in multiple test cases and the
best method will be selected. More tests will then be run on this selected method
to gain a general idea on how well the representation reduction can be done by
applying the selected method. Finally, the method will be applied to a network
processor design to test its usability in real-world applications.

3.1 Parameters

As mentioned before, the considered test problem is the two-dimensional knap-
sack problem. The implementation of the knapsack problem was taken from the
PISA framework [17]. Table 3.1 describes the parameters that were used for the
knapsack implementation of PISA.

Parameter Value
Capacity 0.4 * weight sum of all items
Recombination one point crossover
Recombination probability 0.5
Mutation one bit mutation
Mutation probability 1

Table 3.1: Parameters for Offline Problem

The different methods are compared according to several measures, as described
in the next sections. First, the methods are applied to test problems to verify
the expected results. Then, the influence of the number of decision variables
on the grouping results is investigated. With these test results, one method is
chosen which will be used for all subsequent tests.

This selected method is then applied to random matrices, which yields reference
values for the subsequent tests. Next, the same problem will be tested with
different seeds to gain information about the influence of the problem structure
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on the test results. Furthermore, the differences between actual Pareto-optimal
fronts and Pareto-optimal front approximations are examined.

Finally, the method is applied to a realistic network processor design problem
[16].

3.2 Method Selection

There are numerous ways to calculate both modules and groups, but only certain
combinations make sense. The following two sections will explain the criteria
based on which a subset of these combinations is selected.

3.2.1 Selection of Biclustering Methods

First, the Hartigan method is used to calculate modules and groups. There are
several different ways to find the modules (see Sections 2.4.1 and 2.4.2). In this
thesis, it was decided to test only a selection of all possible combinations. As
illustrated in Section 2.4.1, sorting according to row and column sums yields
poor results for binary matrices. Nevertheless, the split measure proposed by
Hartigan theoretically produces the best splits for such a sorting. Therefore,
sorting according to row and column sums will be tested, but only with the
split measure proposed by Hartigan.

Three sorting measures remain: Sorting according to Hamming or Jaccard dis-
tance, and sorting according to objective space values. As sorting according to
Hamming distance is quite similar to sorting according to Jaccard distance, it
makes sense to only use one of these two measures. The Hamming distance cal-
culates the percentage of differing bit-pairs in relation to all bit-pairs, whereas
the Jaccard distance calculates the percentage of differing bit-pairs in relation
to those pairs whose bits contain at least a one. As in this thesis, modules are
defined as biclusters of ones, only the Jaccard distance will be used for this
chapter. It will be tested with all three split measures (see Section 2.4.2).

The sorting according to objective space values is quite different from the other
two sorting measures, therefore it will also be tested with all three split measures.
As the objective space values only allow for a sorting of the y-axis, the x-axis
has to be sorted indepently. For reasons of conformity, the Jaccard distance
measure will be used.

3.2.2 Selection of Grouping Methods

As the Hartigan method produces a tree on the y-axis, only one possible group-
ing method exists. Bimax on the other hand only uses one biclustering method,
but may apply several grouping methods as explained in Section 2.5.3.

Again, it makes sense to only use a selection of all possible combinations. Both
the increasing and the decreasing method will be used, therefore the selection
has to be made on the definition of the largeness of modules.

It was decided to select two basic methods, one of which defines the largeness
of modules in decision space, the other one in objective space. In addition to
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these two basic methods, the more sophisticated method based on rank, size
and similarity in objective space will be considered.

For the basic methods in decision space, it was decided to use the number of
free ones, i.e. ones which are not yet covered by other modules to measure the
largeness of a module. Corresponding to this, the largeness in objective space
will be defined as the objective space deviation that results from discarding
those free ones, measured by the sum of differences of the Euclidean distances
of all solutions.

3.2.3 Overview of Selected Methods

Table 3.2 gives an overview over the selected methods.

Method Algorithm Variations

Sorting Split Measure

Row & column sums Hartigan
Jaccard distance Hartigan

Biclustering Percentage
Method Hartigan Entropy

Objective space Hartigan
Percentage
Entropy

Direction Bicluster Size Definition

Increase Decision space
Grouping Objective space
Method Bimax Rank, size & similarity

Decrease Decision space
Objective space
Rank, size & similarity

Table 3.2: Methods Overview

3.2.4 Selection of Best Method

For most of the tests, only the best method will be used. To find the best
method, they are first verified with constructed test matrices (see Section 3.3.2),
where the general behavior of the methods may be studied.

Then the methods are applied to several Pareto-optimal fronts that differ in the
number of items (see Section 3.3.3).

The results of both tests may be found in Sections 3.3.2 and 3.3.3. This section
summarizes the results of the following sections.

Using the test matrices it was found that sorting according to row and column
sums yields poor results and therefore will not be considered further. The
results of the rest of the algorithms was acceptable, where none of the algorithms
performed considerably better than the others.

Therefore, to select a final algorithm from the remaining ones, the real matrices
with different items were compared. On the whole it can be said that the original
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Figure 3.1: Grouping in Objective Space

Bimax algorithm is very limited in terms of matrix size. As the Bimax algorithm
finds all possible biclusters, the number of biclusters increases exponentially with
matrix size. Increasing the minimum matrix size does not improve matters,
as only biclusters with enough free ones, i.e. ones not yet covered by other
biclusters, are selected. These selected biclusters are usually not the largest
biclusters, as large biclusters also have a higher overlap. For this reason, the
error increases considerably if the minimum bicluster size increases. Due to this
matrix size restriction, Bimax will not be considered further.

After discarding the Bimax algorithm, only the Hartigan algorithm remains.
As sorting according to row and column sums has been discarded, the only
sorting measures that remain are the Jaccard measure and sorting according
to objective space values. As sorting according to objective space values per
definition strongly depends on the distribution of the objective space values,
only the Jaccard measure will be considered. It has to be noted that if groups
that are close in objective space are desired, sorting according to objective
space values is the best choice. Figure 3.1 shows such a grouping with sorting
according to objective space values. For other sorting measures, the groups
usually do not only encompass neighboring solutions.

In a last stage a split measure has to be chosen. The entropy split measure is
discarded, as it does not yield better results but still takes considerably longer
to calculate than the calculation of modules with the Hartigan or the Percentage
split measure (see Section 3.3.3).

The decision between the Hartigan and the Percentage split measure is more
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difficult to make, as the results of these two split measures are quite similar.
In the end, the decision was made in favor of the Hartigan split measure, as it
produces better results for the largest matrix.

3.3 Tests

3.3.1 Testing Overview

This section gives an overview over the characteristics that are tested. For
each Pareto-optimal front, a selection of characteristics is calculated. First, the
biclustering is done using the methods listed in Table 3.2. For the resulting
modules, the following data is calculated:

• Calculation time for module calculation

• Number of modules

• Average height of modules

• Average width of modules

• Average size of modules

• Error of modules in decision space

• Error of modules in objective space

The error of a module in decision space is defined as the number of ones of this
module that are not yet covered by any other module. The error in objective
space is the deviation resulting from discarding these free ones, which is the
sum of Euclidean distance differences of all solutions. As this error depends
on the order in which the modules are selected, the modules will be ordered
from largest to smallest. Two variations exist, as they will either be ordered
according to the error in decision space or according to error in objective space.

The error calculated for the modules will next be used to group the solutions.
Modules will iteratively be discarded from smallest to largest module. For each
of the resulting errors, the following group characteristics will be calculated:

• Calculation time for grouping

• Number of groups

• Average height of groups

• Average similarity in decision space of groups

• Average similarity in objective space of groups

Several ways to calculate similarity in both decision and objective space exist.
It was decided to use two comparable measures. In decision space, the similarity
of a group is defined as the average pairwise Hamming distance, whereas in the
objective space it is the average pairwise Euclidean distance. Both measures
are normalized to the interval [0, 100].
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Plot Explanations

This section contains explanations regarding the matrix plots, where matrices,
their modules and the corresponding groups are shown. The main part of the
plot is the matrix itself. To enhance presentability, the ones are represented
by dark blue squares, whereas the zeros are represented by light blue squares.
In these matrices, the modules are plotted with black rectangles in case of the
Hartigan algorithm and with colored rectangles in case of the Bimax algorithm.
On the right side of these plots, the groups are drawn. Each row group is
represented by one vertical line. In case of groups over non-subsequent rows,
the part of the skipped rows is indicated by a dotted line.

3.3.2 Predefined Test-Matrices

First, the methods are compared by applying them to constructed test matrices.
These test matrices have clearly defined biclusters which the methods should be
able to identify.

Two types of predefined test-matrices will be used. The first type contains its
biclusters only in the diagonal, which ensures that biclusters do not overlap
in either axis. The second type has randomly distributed biclusters, with the
constraint that biclusters cannot overlap.

Each matrix has two sets of random objective space values, where the first one
is sorted in ascending order according to the original matrix row order, and the
second one is sorted randomly. Note that these objective space values are only
used by those Hartigan algorithms that sort the matrix according to objective
space values.

First, only the biclustering and grouping techniques are compared, in which
case the matrices will be used without permutation. For the comparison of the
method as a whole, the matrices will be permuted prior to biclustering, making
the sorting technique an important part of the method.

Biclusters in Diagonal

Not Permuted Matrices with the biclusters in their diagonal are the sim-
plest case. To compare the split measures, the matrix is not permuted prior
to bicluster calculation. Therefore, the sorting method has no influence on the
results.

In one test run, it has been found that both the Hartigan and the Bimax algo-
rithm find all biclusters correctly, and each bicluster makes up one group. The
group similarities are always 100%, because solutions inside single groups look
exactly the same. Figure 3.2 shows the test matrix with the found biclusters and
groups. This plot looks the same for all biclustering and grouping algorithms.

Permuted In a next step, the sorting methods are considered as well. In
the test run it has been found that the measure which sorts according to row
and column sums (sum sorting measure) is not able to sort a decision space
matrix correctly, if several biclusters have identical row or column numbers.
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Figure 3.2: Bicluster and Group Results for all Algorithms
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The Jaccard sorting measure, on the other hand, sorts the matrix correctly. The
result of the measure that sorts according to objective space values obviously
depends on the chosen objective values. If these objective space values are in the
correct order, the sorting is done correctly. If they are permuted randomly, only
the columns are sorted correctly, as the sorting according to objective space
values only applies to row sorting, whereas column sorting is done with the
Jaccard measure.

The results for the Bimax algorithm are the same as in the non-permuted case,
as sorting has no influence on Bimax.

Figure 3.3 shows the biclusters and groups of the test matrix found by the sum
sorting measure, Figure 3.4 shows the results for sorting according to objective
space values, in the case that the objective space values are permuted randomly.

Bimax and the Hartigan algorithm with Jaccard sorting measure and sorting
according to objective space values, where those objective space values are not
permuted, produces the same results as shown in Figure 3.2

Randomly Distributed Biclusters

In this section, the biclusters are randomly distributed, with the constraint that
they cannot overlap in the matrix itself. But as the biclusters do overlap in
both axes, the best groups are not evident anymore.

Not Permuted In this first subsection, only the split measures are compared.
The matrix is not sorted prior to biclustering. As the results of all split mea-
sures look similar, although not identical, only the results for the Hartigan split
measure are shown (see Figure 3.5).

Bimax finds all biclusters of this test matrix. But depending on the applied
grouping algorithm, different groups are found. The grouping with bicluster
size definition in objective space cannot be calculated for the test matrices, as
the profits of the items are not given. The results of the remaining grouping
measures again look similar and only the increasing grouping method with size
defined in decision space is shown (see Figure 3.6).

In comparison to the Hartigan algorithm results, the Bimax groups do encom-
pass solutions that do not necessarily lie next to each other. As a result, the
calculated groups are on average larger than those found by the Hartigan algo-
rithm.

Permuted In the case where the matrix is permuted prior to biclustering,
the different sorting methods are used for the Hartigan algorithm, whereas the
results of the Bimax algorithm do not change, as they are independent of the
sorting of the matrix.

The results for the sum sorting with Hartigan split measure is shown in Figure
3.7, those for the Jaccard sorting with Hartigan split measure are shown in
Figure 3.8.

The results for the sorting according to objective space values for non-permuted
objective space values with Hartigan split measure are shown in Figure 3.9,
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Figure 3.3: Bicluster and Group Results of the Hartigan Algorithm with Sum
Sorting and Hartigan Splitting
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Figure 3.4: Bicluster and Group Results of the Hartigan Algorithm with Sort-
ing According to Objective Space Values, where those Values are Permuted
Randomly
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Figure 3.5: Bicluster and Group Results for the Hartigan Algorithm with Har-
tigan Splitting
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Figure 3.6: Group Results for Bimax Algorithm with Increase Method and Size
in Decision Space
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Figure 3.7: Bicluster and Group Results for the Hartigan Algorithm with Sum
Sorting and Hartigan Split Measure
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Figure 3.8: Bicluster and Group Results for the Hartigan Algorithm with Jac-
card Sorting and Hartigan Split Measure
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whereas the results for sorting according to randomly permuted values with
Hartigan split measure are shown in Figure 3.10.

It can be seen that while sorting according to row and column sums, as well
as sorting according to randomly permuted objective space values yields unac-
ceptable results, the results for Jaccard sorting and sorting according to non-
permuted objective space values are comparable and yield good results.

3.3.3 Number of Items

In this section, the biclustering and grouping methods are applied to real Pareto-
optimal fronts. Different optimization problems that vary in the number of
items are tested. 4 problems are considered, with 50, 100, 150 and 200 items
and with seeds 1, 2, 3 and 4 respectively. The use of Pareto-optimal fronts
ensures independence of of approximation algorithms.

For matrices with more than 200 items, the computation time of both Hartigan
and Bimax algorithm becomes too high.

The limit of the Hartigan algorithm is given by the number of splits that are
required to partition the matrix into biclusters that only contain ones or zeros.
The larger the matrix, the more splits are required. To alleviate the problem of
growing split numbers, a minimum bicluster size smin may be introduced, such
that a bicluster with less than smin elements will not be split again even if it
still contains both ones and zeros. The ones contained in these biclusters are
considered as error.

The limit of the Bimax algorithm, on the other hand, is given by the number
of biclusters that are found. To move on to the grouping, a subset of these
biclusters has to be selected, which ideally covers all ones in the matrix. To
assure a good coverage, the selection of the i + 1-th bicluster depends on the i

previously selected biclusters, thereby giving this selection process a complexity
of O(n2), where n is the total number of biclusters. Similarly to the Hartigan
algorithm, a minimum bicluster size may be chosen for the Bimax algorithm to
decrease the number of biclusters that have to be considered. Ones that are
only covered by smaller biclusters are declared as error.

Although the setting of a minimum bicluster size is perfectly suitable for real life
applications, it cannot be used for testing and comparison of methods. There
is no easy rule as to how to set such a minimum bicluster size in a fair way.

Results for Different Numbers of Items

In each test case, four different similarity plots are calculated. In each similarity
plot, the similarity, which may either be calculated in decision or in objective
space, is plotted against the respective error. The errors are calculated by
subsequently declaring the smallest remaining bicluster as error. The more
biclusters are discarded, the higher the error and the higher the similarity is.
The size of a bicluster may either be defined in the decision or in the objective
space.

The four plots therefore are grouped into pairs of two, where the upper pair has
the biclusters discarded in order of their size in decision space, and the lower
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Figure 3.9: Bicluster and Group Results for the Hartigan Algorithm with Sort-
ing According to non-Permuted Objective Space Values, with Hartigan Split
Measure
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Figure 3.10: Bicluster and Group Results for the Hartigan Algorithm with Sort-
ing According to Randomly Permuted Objective Space Values, with Hartigan
Split Measure
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Figure 3.11: Different Similarity Plots for Problem with 200 Items

pair calculates the bicluster size in objective space. Each pair consists of two
plots, where the similarity is calculated in decision space in the first one and in
objective space in the second one.

These four plots in case of the matrix with 200 items is shown in Figure 3.11.
For a low error, it can be seen that the Jaccard sorting produces groups with
a higher similarity in decision space, whereas the sorting according to objective
space values yields higher group similarities in objective space. As the error
grows, this effect vanishes and the order of the methods is the same in each
plot. For the remaining matrices, only the plots are used where the error is
calculated by discarding biclusters based on their size in decision space, and
where the similarity is also calculated in decision space.

As the Bimax algorithm is the limiting factor for the matrix size (although the
Hartigan algorithm is not far behind), it will not be considered further. The
Hartigan algorithm with sorting according to row and column sums will also
be discarded, due to the poor results obtained from test matrices (see Section
3.3.2). Sorting according to objective space values will also be discarded, as
described in Section 3.2.4.

The similarity plots for the remaining three algorithms is shown in Figures 3.12
to 3.15. As the similarity in decision space is calculated as the average pairwise
Hamming distance, it is closely related to the average height of groups. Larger
groups usually have a higher average pairwise Hamming distance. To take this
dependence into account, the average height of groups is plotted next to the
similarity plot.

In these plots it can be seen that the groups found by the Entropy split measure
are generally smaller than those of the other two split measures. The larger the
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Figure 3.12: Similarity Plot for 50 Items
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100 items, Hartigan with Jaccard Sorting, Hartigan Splitting
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Figure 3.13: Similarity Plot for 100 Items
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Figure 3.14: Similarity Plot for 150 Items
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200 items, Hartigan with Jaccard Sorting, Hartigan Splitting

200 items, Hartigan with Jaccard Sorting, Percentage Splitting

200 items, Hartigan with Jaccard Sorting, Entropy Splitting

Figure 3.15: Similarity Plot for 200 Items

difference, the better are the results in the corresponding similarity plot, which
is a direct consequence of the small groups. In Figure 3.12, where the group
size of the Entropy split measure in the error interval [20, 60] is approximately
the same as for the Hartigan split measure, it performs considerably worse in
the similarity plot. When taking into account that the Entropy splits take
much longer to calculate than the other two splits1, the results are not enough
superior to the results of the other two split measures to consider the Entropy
split measure any further.

To decide between the Hartigan and the Percentage split measure, a closer look
at the similarity plots has to be taken. For the similarity plots of the matrices
with 50 and 150 items, the Hartigan split measure performs better, but at the
same time finds smaller groups. As this yields no information about the true
superiority of the measures, the other two plots have to be considered. In the
similarity plot of the matrix with 100 items, the Percentage split measure shortly
performs better even though it finds slightly larger groups. In the similarity plot
of the matrix with 200 items, on the other hand, the Hartigan split measure
constantly performs slightly better even though the groups are of the same size
as those found by the Percentage measure.

In the end, the Hartigan split measure is chosen, keeping in mind that its results
are comparable to those of the Percentage split measure.

3.3.4 Random Matrices

From now on, only the best algorithm, which in Section 3.2.4 was found to be
the Hartigan algorithm with Jaccard sorting and Hartigan split measure, will
be tested.

In this section, the selected algorithm is run on random matrices. The goal is
to ascertain the degree of structure of random matrices, which will serve as a
reference for the performance of these algorithms on Pareto-optimal fronts or
Pareto-set approximations.

1The entropy calculation for a row split is linearly dependant on the number of columns of
the bicluster and therefore the split calculation is directly proportional to the number of rows
times the number of columns of the bicluster.



3.3 Tests 45

0 20 40 60 80 100
60

65

70

75

80

85

90

95

100

Error in Decision Space

S
im

ila
rit

y 
in

 D
ec

is
io

n 
S

pa
ce

0 20 40 60 80 100
0

5

10

15

Error in Decision Space

A
ve

ra
ge

 H
ei

gh
t o

f G
ro

up
s

 

 

Random Matrix, 40% Ones

Random Matrix, 50% Ones

Random Matrix, 60% Ones

Figure 3.16: Similarity Plots for Random Matrices

The random matrices will be divided in three sets. These sets differ in the
percentage of ones that their matrices contain. The matrices of these three sets
consist of 40%, 50% and 60% ones, respectively. Each set contains 11 matrices.
The size of these matrices was chosen to be the average size of the matrices of
Section 3.3.5, which is 150x55.

The similarity plots of all random matrices are shown in Figure 3.16. For an
error of zero, the average inverse Hamming distance of groups found by the
Hartigan algorithm is 65% of all decision variables. The similarity then increases
linearly with increasing error until both the error and the similarity reaches
100%2

It can also be seen that the group sizes are slightly larger for those matrices with
60% ones, as more ones produce larger biclusters and therefore larger groups.
As a result, the similarities of matrices with more ones are slightly lower than
those of matrices with less ones and smaller groups.

In conclusion, the average similarities of groups calculated on random matrices
vary between 65% and 100%, whereas the similarities of solution groups of
Pareto-optimal fronts vary between 90% and 100%. This leads to the conclusion
that Pareto-optimal fronts indeed are highly structured.

3.3.5 Different Seeds

In this section, the influence of the problem itself, defined by its seed, is inves-
tigated. To this end, 11 Pareto-optimal fronts with 100 items and seeds 1 to 11
are tested. The similarity plots for all of these matrices, calculated again by the
Hartigan algorithm with Jaccard sorting and Hartigan split measure, are shown
in Figure 3.17.

Both the resulting similarity plots and the average group sizes vary strongly for
different seeds. On one hand, this is expected, as different seeds yield completely
different matrices. On the other hand, it shows that the representativeness of
single test runs, for example for method comparison, is rather low.

2If all ones in the matrix are declared as error, the similarity of all solutions obviously is
100%
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Figure 3.17: Similarity Plots for Different Seeds

3.3.6 Pareto-optimal Front vs. Approximation

In this section, the differences between groups calculated on the Pareto-optimal
front and groups calculated on an approximation of the Pareto-optimal front
are examined. For the approximation, the IBEA algorithm is used. Therefore,
the IBEA algorithm is run on the optimization problems used in Section 3.3.5.
The IBEA algorithm uses population sizes 100 and 300, each time with 500
generations. Again, a knapsack problem with 100 items is considered.

The differences between the Pareto-optimal front and the approximation with
a population size of 100 can be seen in Figure 3.18. In the right plot of this
Figure it can be seen that the average group sizes found in the approximation
are smaller than the average group sizes found in the Pareto-optimal front.
Even though this suggests that the similarities should be higher for the groups
of the approximation matrix3, they are not, as can be seen in the left plot of
the Figure.

Interestingly enough, the similarities for the approximation with population
size 300 are slightly better than those of the approximation with population
size 100, even though the average group sizes are larger for the approximation
with population size 300 than for the approximation with population size 100.
This is shown in Figure 3.19.

The similarities of groups of the approximation with population size 300 are
also slightly better than those of the Pareto-optimal front (see Figure 3.20), but
this may be expected as the group sizes of the approximation are smaller than
those of the Pareto-optimal front.

3.3.7 Application on Larger Matrices

The problem with larger matrices is that the Matlab calculations are quite slow.
The sorting procedure alone is quadratically complex in the number of rows and
columns.

Figure 3.21 shows the calculation times of the Hartigan algorithm for different
numbers of items and different minimum bicluster sizes.

3The similarity is calculated as the average pairwise Hamming distance in decision space



3.3 Tests 47

−20 0 20 40 60 80 100
90

91

92

93

94

95

96

97

98

99

100

Error in Decision Space

S
im

ila
rit

y 
in

 D
ec

is
io

n 
S

pa
ce

−20 0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

Error in Decision Space

A
ve

ra
ge

 H
ei

gh
t o

f G
ro

up
s

 

 

Pareto Front, Seed 1

Pareto Front, Seed 2

Pareto Front, Seed 3

Pareto Front, Seed 4

Pareto Front, Seed 5

Pareto Front, Seed 6

Pareto Front, Seed 7

Pareto Front, Seed 8

Pareto Front, Seed 9

Pareto Front, Seed 10

Pareto Front, Seed 11

Approximation, Population Size 100, Seed 1

Approximation, Population Size 100, Seed 2

Approximation, Population Size 100, Seed 3

Approximation, Population Size 100, Seed 4

Approximation, Population Size 100, Seed 5

Approximation, Population Size 100, Seed 6

Approximation, Population Size 100, Seed 7

Approximation, Population Size 100, Seed 8

Approximation, Population Size 100, Seed 9

Approximation, Population Size 100, Seed 10

Approximation, Population Size 100, Seed 11

Figure 3.18: Similarity Plots for Pareto Fronts and Approximations with Pop-
ulation Size 100
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Figure 3.19: Similarity Plots for Approximations with Population Size 100 and
Approximations with Population Size 300
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Figure 3.20: Similarity Plots for Pareto Fronts and Approximations with Pop-
ulation Size 300
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Figure 3.21: Calculation Time for Different Problem Sizes

The definition of the minimum bicluster size may be explained with an example:
If the minimum bicluster size is set to a tenth of the matrix dimensions and the
matrix has 300 rows and 200 columns, then biclusters which have less than 30
rows and less than 20 columns are not split again.

It can be seen that for a minimum bicluster size of 1, the calculation time
increases exponentially. To alleviate this problem, the minimum bicluster size
has to be increased considerably.

3.3.8 Application: EXPO

EXPO is a tool to optimize the architecture of packet processing devices on the
system level, as described in [16]. An example scenario consists of 5 flows, 25
tasks and 8 resources, as shown in Figure 3.224. Each flow consists of several
tasks. The goal is to map the tasks to resources as cheaply and as efficiently as
possible. Each resource has an associated cost and delay, and each task-resource
pair has an associated computational demand.

After 300 generations of IBEA, the population contains 33 different solutions.
All 33 solutions contain the DSP and have mapped 3 tasks (voice encoding
and decoding, IPmodify) to this DSP. The two biggest subgroups both contain
7 solutions. In the first subgroup, the cipher is selected and 9 more tasks are
mapped to the DSP, whereas 4 tasks are mapped to the cipher (see Figure 3.23).

4Figure 6 in [16]
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Figure 3.22: Task Graph for a Network Processor

Figure 3.23: Task Graph with Mapped Tasks in First Subgroup

In the second subgroup, all 22 tasks are mapped to the DSP. The objective space
values of this second subgroup are at one extreme: very cheap, but quite slow.

This already gives a good indication on what good design choices would be.
Obviously, selecting the DSP generally is a good choice. If a cheap processor is
desired, no other resources should be selected. If the processor is desired to be
a bit faster, a Cipher may additionally be selected.

3.4 Summary

In this section, the various methods developed in the last chapter were tested
and compared both with artificial test matrices and with real Pareto-optimal
fronts with different numbers of items. Out of all of these methods, the Har-
tigan algorithm with Jaccard-sorting and Hartigan-splitting was chosen. This
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selected method was then tested further to find out about the characteristics of
representation reductions which can be achieved with the developed approach.

When the selected method was applied to random matrices, it was found that the
mean similarities of all groups are much smaller than those of Pareto-optimal
fronts, which leads to the conclusion that Pareto-optimal fronts actually are
highly structured and these structures can be used to identify modules and to
groups solutions with similar modules.

To find out about the influence of the problem itself on the mean similarity of all
groups, knapsack problems with a constant number of items but different seeds
were tested. The results showed that the mean similarities actually depend
quite strongly on the problem structure itself, which somewhat relativizes the
results found for the test problems with different items.

When the groupings which were computed on the approximation of the Pareto-
optimal front were compared to those which were computed on the Pareto-
optimal fronts themselves, it was found that the approximations yield slightly
worse results. This means that although the average group size is slightly
smaller5 the mean similarities of the groups are comparable to those of the
Pareto-optimal fronts. It was also found that larger populations yield slightly
better results than small populations.

Finally, the method was applied to a real-world problem, namely the network
processor design of the EXPO tool. As a result some good indications could be
found on what good design choices are for this network processor design.

5Smaller groups should yield higher similarities, as the similarity is based on the average
pairwise Hamming distance of the solutions in the group.



Chapter 4

Online Scenario

As has been seen in the results of the last chapter, the methods developed in
the offline scenario work quite well. Therefore in this chapter, they are applied
to the evolutionary algorithm at runtime to speed up the optimization in order
to reach the Pareto-optimal front faster. This speed up should be achieved by
a reduction of the search space.

First, the online problem is defined. Then, approaches which have been taken
to optimize the speed of the optimization are described.

4.1 Goal

When optimizing complex systems, there are many decision variables which
lead to a large search space. This leads to the problem that when considering
complex systems, it is difficult to reach the Pareto-optimal front in reasonable
time.

In a new approach developed in this thesis, the optimization of complex systems
should be sped up. This speed up shall be achieved by a reduction of the search
space, which has to be done automatically and online during the evolutionary
algorithm.

The underlying assumption is that some characteristics of the Pareto-optimal
front already appear in the population. If such characteristics can be identified,
it should be possible to reach the Pareto-optimal front in less time.

4.1.1 Definition of Online Problem

In an evolutionary algorithm, each decision variable is represented by one bit
which is variated independently of other decision variables. In this thesis, this
is called the ordinary representation. The approach proposed in this thesis
introduces the new concept of decision variable groups. These groups consist
of decision variables that ideally relate directly to each other. Such a relation
exists for example if decision variable a usually is selected if decision variable
b is selected as well. In such a case it is reasonable to merge decision variables
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Figure 4.1: Example Groups of Decision Variables

a and b into a group and variate them together. If the number of groups is
smaller than the original number of decision variables, a search space reduction
has been achieved. The goal is to produce better offspring and therefore to
converge more quickly towards the Pareto-optimal front.

In the adapted evolutionary algorithm, it shall be possible to switch back and
forth between the ordinary representation, in which only individual decision vari-
ables are variated, and the reduced representation, in which groups of decision
variables are variated. To find the groups that will be used in the reduced repre-
sentation, the selected biclustering algorithm developed in the previous chapter,
namely the Hartigan algorithm with Jaccard sorting and Hartigan splitting, is
applied to the population. Then, the modules which are found by this algorithm
are used to build groups of decision variables. Some of these groups are then
selected to build the new reduced representation. This approach differs from
the offline scenario approach, as in the offline scenario, the modules were used
to group solutions. But in the online scenario, they are used to group decision
variables instead.

Analogously to the best level cut problem (see Section 2.6), it has to be decided
which of these groups should be selected to represent the population. It is
possible that some groups overlap, as depicted in Figure 4.1. In this case it is
not clear what subset of groups will best represent the matrix.

The biggest drawback of overlapping groups is that decision variables do not
appear in the offspring with the same probability anymore. As the variator
has no information about the degree of overlapping of groups, it variates the
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groups independently of each other. Therefore, the probability for a certain
decision variable to be selected increases with the number of groups that contain
this decision variable. For a fair variation process, it is therefore desirable to
keep the group overlaps to a minimum. This may be achieved by requiring a
tree structure on the x-axis for the Hartigan algorithm that will be used for
biclustering. With such a tree structure, groups can be chosen such that they
cover all decision variables, but still do not overlap.

Finally, the subset of selected decision variable groups will be coded as indi-
vidual bits in the reduced representation. Decision variables that do not fit in
any groups are still varied individually, like in the ordinary representation. To
change back from the reduced representation to the ordinary representation, all
decision variables of the selected groups in a solution are set to one, using a OR
relation.

4.2 PISA Adaption

PISA, as described in [17], is a tool which provides an interface for optimizing
a problem with arbitrary variators and selectors. It uses a file-based commu-
nication between variator and selector, where for each individual only an iden-
tity number and the corresponding objective space values are transmitted. By
adapting the already existing PISA knapsack variator, tests can be run with
any selector.

4.2.1 Integration of the Representation Change

First, the decision when and based on what individuals the representation
change should be performed has to be made. The process sequence of the
evolutionary algorithm is shown in Figure 4.2

As the individuals on which the biclusters are calculated should be as close to
the Pareto-optimal front as possible, but still have good diversity, it was decided
to do the biclustering based on the archive, after the µ selected individuals have
been added. As only the variator knows the representation of the individuals in
the decision space, the representation change will be calculated in the variator,
shortly before the variation takes place.

To keep things simple, the representation changes after a predefined number of
generations. In each generation, the variator checks whether a representation
change has to be performed. As the communication between variator and se-
lector only consists of objective space values, a representation change has no
influence on the selector.

In a later stage it could be considered to do the representation change after a
variable number of generations, based on the evolution of the population.

The underlying knapsack variator was taken from the PISA framework. It is
able to do one-point and uniform crossover as well as one-bit and uniform mu-
tation, both with adjustable probabilities. It assumes that µ is equal to λ.
When producing infeasible individuals, their objective space values are calcu-
lated by summing up the profits of the items until the capacity bound of the
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Figure 4.2: Process Sequence of Evolutionary Algorithm

first knapsack is reached. To this end, the items are sorted according to their
profit/weight ratios.

As a consequence of this greedy calculation of the objective space values, most
solutions in the population are infeasible. Infeasible solutions in this case imply
that the solutions contain many items which do not contribute to the objective
space value. As biclustering on infeasible solutions does not make sense, the
calculation of the objective space values was adapted as described in Section
4.3.8.

4.2.2 Performance Assessment Toolbox

To evaluate a population and to calculate how fast an algorithm converges to-
wards the Pareto-optimal front, the performance assessment toolbox1 is used.
This toolbox contains several indicators to evaluate a population, one of which
is the hypervolume indicator, which is used in this thesis. As PISA only opti-
mizes minimization problems, the knapsack problem has to be adapted. This
is done by subtracting the actual profit of a solution from the total profit in
the corresponding objective space dimension. In a minimization problem, the
hypervolume of the population decreases in the course of the optimization.

The main program of the performance assessment toolbox is the monitor. This
program coordinates the interaction between the variator and the selector. It
outputs detailed population information for each generation.

1A detailed explanation of the function of the performance assessment toolbox can be
found in [18]. Implementation issues may be found in Appendix C.2
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After the variator and the selector are stopped, this information is used to
calculate different indicator values to assess the performance of this particular
variator/selector pair. Before the calculation of the indicator values, all objec-
tive values of the populations are normalized to the interval [1, 2]. Obviously,
for such a normalization the maximum and minimum objective values have to
be known. If, like in this thesis, these values are not known in advance, stan-
dardized values have to be used. In this thesis, the lower bound was chosen to
be zero, which is the case if no items are selected. The upper bound was chosen
to be 105, which is the maximum profit for 1000 items, if the profit for each
item ranges between 10 and 100.

4.3 Approaches

This section covers all approaches that were developed. These approaches range
from the problem generation and the application of the biclustering algorithm
to the selection of biclusters.

4.3.1 Generation of the Problem

Initially, the default knapsack implementation in PISA was used to generate the
problem. Such a problem is defined by the profits and weights of each item and
by the chosen capacity bound of the knapsacks.

The initial knapsack implementation sets the number of knapsacks equal to
the number of dimensions in the objective space. Every item has different
profit/weight pairs for each knapsack. The capacity bounds of the knapsacks
are chosen according to the total weight of all items in the respective dimension.

A simplified approach suggested in this thesis calculates the profits similarly
to the knapsack implementation of PISA, but instead of assigning each item
different weights for the different dimension, they are assigned one global weight
which is used for all knapsacks. In the simplest case, all items are assigned the
same global weight. The capacity bound in this case is defined in terms of
number of items that fit into the knapsacks. The goal is to find a subset of n

items that maximize the profits in all knapsacks, where n is the capacity bound
of each knapsack.

Up to now, the profits of the items are generated randomly. This leads to
the problem that usually, a subset of these items is not dominated by any
other items, whereas another subset dominates none of the remaining items. In
the Pareto-optimal front as well as in approximations thereof, these items are
selected in all or none of the solutions, respectively.

In real world applications such as the network processor optimization, the set
of items usually only consists of indifferent items, as, for example, it does not
make much sense to include a CPU which is both slower and more expensive
than another CPU into the optimization.

To maintain conformity with the offline scenario, the online scenario will also
make use of the initial knapsack implementation. But if a working solutions
for optimization speed up is found, it should be tested on the two adapted
implementations as well to learn more about its functionality.



56 Chapter 4 - Online Scenario

4.3.2 Timing of the Representation Change

The adapted EA as proposed in this thesis is alternating between ordinary
representation and reduced representation. The only variables that have to be
decided upon are the generation intervals during which ordinary and reduced
representation are used.

In the original algorithm with no reduced representation, the reduced represen-
tation interval simply is zero.

For a randomly initialized matrix, starting with the reduced representation
makes no sense, as the decision variable groups should be based on the structure
of the population.

In the simplest case, an interval of tg generations is defined. Starting with
ordinary representation, the representation is changed after each tg generations.

In a next step, the intervals for ordinary representation and reduced represen-
tation could be chosen separately. The intervals could also vary with the actual
generation number.

Ultimately, the intervals may be calculated online, depending on how well a
population progresses.

In this thesis, only the simplest case is considered with tg = 50.

4.3.3 Keeping Columns Fixed

As described in Section 4.3.1, there are two special subsets of items in the initial
problem generation. The first one consists only of items that are not dominated
by any items, whereas the second one consists only of items that do not dominate
any other items. This behavior is due to the cloud shaped distribution of the
items of the knapsack problem, as shown in Figure 4.3. The items of these
subsets are selected in all or none of the solutions of the Pareto-optimal front.
The same is true for approximations of the Pareto-optimal front, where this
behavior already shows after relatively few generations.

The simplest way to speed up the approximation would therefore be to rep-
resent all items separately in the reduced representation, like in the ordinary
representation, but at the same time to keep those items which occur in all ore
none of the solutions fixed to 1 or 0, respectively.

In all reduced representation approaches discussed in the next sections, these
columns are kept fixed. The goal is to speed up the approximation even more
by varying groups of decision variables instead of individual decision variables
for the remaining columns.

4.3.4 Types of Biclusters

In the offline scenario, two biclustering algorithms, have been used: The Har-
tigan and the Bimax algorithm. Advantages and drawbacks of these two algo-
rithms are as follows:
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Figure 4.3: Item Distribution for Knapsack Problem with 50 Items

Hartigan Algorithm

Many variations of the Hartigan algorithm exist. First, there are three different
sorting algorithms (see Section 2.4.1) and three different split measures (see
Section 2.4.2).

Furthermore, the Hartigan algorithm may require a tree structure on one or both
axes. In order to alleviate the problem of overlapping groups, a tree structure
of the partition is requested on the items axis.

If the derived algorithm is used, where sorting is allowed before each split, better
splits may be found. On the other hand, it is not possible anymore to obtain a
tree structure on the items axis.

Bimax Algorithm

For Bimax, on the other hand, no variations exist. It is not possible to obtain
a tree structure on the items axis, hence the increasing and decreasing group
methods developed in the offline scenario will have to be used.

The number of biclusters found by Bimax increases exponentially with the ma-
trix size. Therefore, the performance of the Bimax algorithm strongly depends
on how many columns will be kept fixed and thus will not be used for the actual
biclustering.
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4.3.5 Identifying non-Dominated Individuals

A parameter was introduced which defines whether all solutions or only those
which are not dominated by any other individuals shall be considered for the
biclustering.

4.3.6 Identifying Unique Individuals

Similarly, another parameter was introduced which defines whether all or only
unique individuals shall be considered for the biclustering. Unique in this case
means that two solutions have the same decision space representation.

4.3.7 Choosing Biclusters

Finally, it makes sense to only consider a subset of all the decision variable
groups which are found in the biclustering. The selection is based on information
in the decision space. Three versions were implemented, the first of which is
mandatory. For the last two, threshold variables exist that define the strength
of the criterion.

Based on Tree Structure

To minimize bicluster overlaps (see Section 4.1.1), a tree structure on the deci-
sion variable axis is required for all biclustering algorithms. Groups of decision
variables which completely overlap with other groups and therefore may be
composed of other groups are discarded.

Based on the Approximation Population

This selection criterion calculates for each decision variable group the percentage
of solutions which either contain all or no items of this group and may there-
fore be represented by this group. With the threshold parameter, a minimum
percentage may be chosen.

Based on the Pareto-optimal Front

The same can be done for the solutions of the Pareto-optimal front, if the Pareto-
optimal front is known. The threshold parameter again defines the minimum
percentage of Pareto-optimal individuals which need to have either all or no
decision variables selected in the corresponding group.

4.3.8 Representation of Infeasible Solutions

In the original knapsack algorithm implemented in PISA, the objective space
values of infeasible solutions are calculated based on a ranking of items. In this
ranking, items are sorted according to their profit/weight ratios. If the sum
of weights of a solution excesses the capacity bound of at least one knapsack,
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the corresponding objective space values are calculated as the sum of profits
of a subset of items that actually fits in all knapsacks. The subset is chosen
according to the ranking of items.

In the original algorithm, this method ensures the diversity of the population.
But it also leads to the fact that the population mostly consists of infeasible
solutions, many of them mapping on the same objective space value. The overall
result is that solutions contain more items than they would if infeasible solution
were punished. This leads to the problem that there are more items which are
contained in all solutions which in turn leads to wrong biclusters and groups
and wrong fixed columns.

One way to circumvent this problem is to only consider items that actually
fit into the knapsacks for biclustering. But then, a lot of different infeasible
solutions are mapped on a small set of feasible solutions, which does not work
for biclustering, because biclustering relies on a reasonably sized set of different
solutions.

Therefore, it was decided to adapt the evaluation algorithm such that infeasible
solutions are punished. For a maximization problem, the objective space values
are defined as the sum of profits in case of a feasible solution, and as the negative
sum of weights in case of a infeasible solution. For a minimization problem, the
objective space value of a solution is defined as the sum of profits of all items
minus the sum of profits of the items in the solution in case of a feasible solution,
and the sum of profits of all items plus the sum of weights of the items contained
in the solution for infeasible solutions.

4.4 Summary

In this chapter, the methods developed in the offline scenario have been adapted
to be applied to evolutionary algorithm at runtime to achieve a reduction of the
search space and therefore a speed up of the optimization.

A biclustering algorithm is used to identify modules. These modules are used to
generate groups of similar decision variables. These decision variable groups are
then coded as individual bits which make up the new reduced representation.
To actually achieve a search space reduction, the number of decision variable
groups has to be smaller than the original number of decision variables. There-
fore, several methods were developed which select a subset of all found decision
variable groups.

In the next chapter, this adapted algorithm will be applied to the optimization
of the knapsack problem at runtime.
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Chapter 5

Online Scenario Results

In this chapter, the different methods for search space reduction during algo-
rithm execution, as defined in the last Chapter, will be tested. To compare
the methods, only the hypervolume indicator of the performance assessment
toolbox will be used (see Section 4.2.2). As this is a minimization problem, a
smaller hypervolume is better. To assure a certain degree of representativeness,
the resulting hypervolume curves will always be averaged over 11 problems with
seeds 1 to 11.

The same parameters which were used in the offline scenario will be used (see
Section 3.1).

5.1 Reference Curves

The reference curve is the curve against which all test results will be compared.
In this thesis, two reference curves are used.

The first reference curve is given by the hypervolume curve of a state-of-the-art
evolutionary algorithm. In this thesis, this algorithm was chosen to be IBEA.
The parameters which are used for the IBEA implementation of PISA are shown
in Table 5.1. General parameters are given in Table 5.2, where the representation
interval denotes the number of generations after which a representation change
from ordinary to reduced representation or vice versa is executed. The algorithm
always starts in the ordinary representation. The total number of generations
is chosen such that the algorithm stops in the middle of the fourth ordinary
representation interval. It has also to be noted that the population on which
the biclusters are calculated contains α parents and µ selected offspring.

As described in Section 4.3.3, the easiest way to speed up the approximation is
to keep those items, which are either selected in all or none of the solutions of
the population, fixed during the search space reduction interval. This method
provides a simple improvement over the initial evolutionary algorithm, without
yet making use of biclustering. The resulting hypervolume curve will be used
as the second reference curve.

The two reference curves, averaged over 11 problem instances, are shown in
Figure 5.1
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Parameter Value
seed 11
tournament 2
indicator 0
kappa 0.05
rho 1.1

Table 5.1: IBEA Parameters

Parameter Value
Capacity of Knapsack 0.4 * Sum of Weights
Number of Items 300
Population Size: α, µ, λ 200
Number of Generations 325
Representation Intervals 50 Generations

Table 5.2: General Online Parameters

5.2 Proof of Concept

Before starting the tests, it has to be shown that by using decision variable
groups, it actually is possible to converge faster to the minimum than with
the original IBEA algorithm. To this end, the decision variable groups are
calculated on the Pareto-optimal front. To initialize the population, a subset
of these groups is randomly selected for each solution. The optimization then
starts directly in the reduced representation.

The results of this test are shown in Figure 5.2. It can be seen that the popula-
tion which has knowledge of the Pareto-optimal front converges faster towards
the minimum. This is mainly due to the fact that an initialization based on
decision variable groups of the Pareto-optimal front is better than the random
initialization of the original IBEA algorithm.

5.3 Tests

In this section, tests for all approaches described in Chapter 4 are executed. In
the adapted algorithms, the representation of the individuals alternates between
ordinary representation and reduced representation, starting with the ordinary
representation. For reasons of simplicity, the intervals for both representations
is set to tg = 50.

In these test runs, only one biclustering algorithm is considered. Similar to
the offline problem, the Hartigan algorithm with Jaccard sorting and Hartigan
split measure is chosen. In contrast to the offline problem, the tree structure is
required on the x-axis instead of the y-axis, as illustrated in Section 4.3.7.
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Figure 5.1: Reference Curves
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Figure 5.2: Proof of Concept: Faster Convergence to Optimum with Pareto
Front Knowledge
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Figure 5.3: Search Space Reduction with Biclustering on Whole Population

5.3.1 Biclustering on Whole Population

In the simplest case, the biclustering algorithm is applied to the whole popula-
tion after 50 generations, with the exception that columns containing only ones
or only zeros are kept fixed. All resulting groups of decision variables, except
those which may be completely composed of other groups, are selected. These
groups are then varied for the following 50 generations, after which the popu-
lation changes back to the ordinary representation. This cycle is repeated until
the maximum number of generations is reached.

The results of this test run are shown in Figure 5.3. While for the first half of
the first reduced representation interval (generations 50 to 75) the hypervolume
curve follows the reference curve of the original IBEA algorithm, it deteriorates
considerably in the second half. The rest of the curve maintains a constant
distance to the reference curves, which means that they converge towards the
minimum with similar speed.

5.3.2 Non-Dominated Individuals only

In a second step, the biclustering algorithm is applied only to the non-dominated
individuals of the population, the results of which are shown in Figure 5.4. These
results are still worse than when using the whole population for biclustering.

The number of non-dominated individuals increases with the number of genera-
tions, as there are more non-dominated individuals if the population is close to
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Figure 5.4: Search Space Reduction with Biclustering on non-Dominated Indi-
viduals Only

the Pareto-optimal front. Usually, these non-dominated individuals constitute
about 5% to 25% of the whole population. For a population size of 400 (200
parents and 200 selected items), 5% is equal to 20 solutions, which obviously is
not enough to form a representative set of solutions.

5.3.3 Unique Individuals only

In a third step, double individuals are discarded such that the biclustering
algorithm is applied only to unique individuals of the population. The results
of this test run may be seen in Figure 5.5.

It has to be noted that the population contains α parents and µ selected individ-
uals, where these µ selected individuals are a subset of the α parents. Therefore,
if only unique individuals are considered, it suffices to find the unique individ-
uals among the α parents. In the test runs that led to Figure 5.5, more than
95% of the parent solutions, which is 47.5% of the whole population, usually are
unique solutions. This is also the reason why the curve of the unique individual
biclusters is so close to the curve of the biclusters of the whole population.

As the biclusters may be calculated much faster on the unique individuals only,
and the resulting curve is very close to the one which is based on biclusters of the
whole population, the biclusters will only be calculated on unique individuals
for the remainder of the chapter.
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Figure 5.5: Search Space Reduction with Biclustering on Unique Individuals
Only

5.3.4 Bicluster Selection

Another approach to reduce the number of decision variable groups further is
to consider only groups that occur in a predefined number of solutions. This
ensures the representativeness of the selected groups, as there has to be a certain
percentage of solutions that can be represented by these groups.

A test run, in which a group is only selected if 30%, 50% or 70% of all solutions
may be represented by that group, is shown in Figure 5.6. It can be seen
that all resulting curves perform worse than the unmodified IBEA algorithm.
Nevertheless, the results improve, the higher the predefined percentage value is.
The resulting curve for a percentage value of 100% would coincide with the IBEA
reference curve, as a group can only represent all solutions if these solutions all
have ones in the columns that are enclosed by the group. This obviously is not
possible, as all columns with only ones or only zeros have been deleted prior to
biclustering. Therefore, with a percentage value of 100%, no groups would be
selected, which implies that all decision variables are represented individually.

Although the selection of groups slightly improves the results, the curves perform
still worse than the IBEA reference curve. It seems as if it is not possible to
improve the results with the biclusters of the population. In order to confirm
this statement, the biclusters will be selected based on knowledge about the
Pareto-optimal front.

To this end, the groups which are found in the population are applied to the
Pareto-optimal front. As before, only groups which may represent a certain



5.4 Summary 67

50 100 150 200 250 300

−1.075

−1.07

−1.065

−1.06

−1.055

−1.05

−1.045

generation

hy
pe

rv
ol

um
e

 

 
Original IBEA Algorithm
IBEA Using Fixed Columns of Whole Population
IBEA Using Clusters of Unique Population Individuals
IBEA Using Clusters of Unique Population Individuals, Threshold 0.3
IBEA Using Clusters of Unique Population Individuals, Threshold 0.5
IBEA Using Clusters of Unique Population Individuals, Threshold 0.7

Figure 5.6: Search Space Reduction with Different Thresholds for Bicluster
Selection

percentage of the Pareto-optimal solutions are selected.

A test run, in which a group is only selected if it is able to represent 20%, 60%
or 100% of the Pareto-optimal solutions is shown in Figure 5.7. Even with this
information about the Pareto-optimal front, the curve does not perform better
than the reference curve with the fixed columns.

It seems that treating the reduced representation similarly to the ordinary repre-
sentation might be too strict. For example consider a group of decision variables
which is chosen because most solutions contain all of these decision variables.
In this case a mutation rate, which sets the group to one and to zero with equal
probability, is bound to produce many suboptimal solutions.

Section 6.3.4 on Future Work describes promising approaches which may be be
pursued to tackle the persisting problems and to achieve better results.

5.4 Summary

In this chapter, the biclustering algorithm which has been adapted for appli-
cation to the evolutionary algorithm at runtime, was tested on the knapsack
problem. All results have been compared to the IBEA algorithm.

As a proof of concept, the decision variable groups are calculated on the Pareto-
optimal front. The population then is initialized with these groups and opti-
mized using the reduced representation. It could be shown that in this case, the
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initialization of the population is much better than the random initialization of
the original IBEA algorithm. Consequently, the population with the reduced
representation reaches the Pareto-optimal front much faster than the original
IBEA algorithm.

Next, the groups of decision variables were calculated on the population after
a predefined number of generations. These groups are then each coded as one
bit in the new reduced representation and varied accordingly. Despite the good
results when using the decision variable groups of the Pareto-optimal front,
optimizing the reduced representation based on the groups of the population
for the next interval of generations yields worse results than the original IBEA
algorithm. The reason for this might be that varying groups of decision variables
in the same way as individual decision variables might be too strict.

Nevertheless, it could be shown that at least some improvements over the orig-
inal IBEA algorithm could be achieved by keeping constant columns fixed for
a predefined interval of generations. Constant columns are defined as decision
variables, which are either selected in all or none of the solutions after a prede-
fined number of generations.
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Conclusion

This thesis deals with two problems, both of which are related to the fact that
when modeling complex systems, there are more solutions with more decision
variables to consider.

The first problem, which was examined in the offline scenario, emerges after the
optimization, where it is difficult to decide on a final subset of solutions of the
Pareto-set approximation. It also relates to the desire to make the solutions less
complex by grouping the decision variables into modules.

The second problem faced during optimization of complex problems is encoun-
tered when large populations in a large search space are optimized, as in these
cases the Pareto-optimal front is only reached slowly. Therefore, an approach
to speed up the optimization by reducing the search space was devised in the
online scenario, using the methods developed in the offline scenario.

6.1 Offline Scenario

In the offline scenario, the reduction of the Pareto-set approximation consists of
two stages. In the first stage, modules are found automatically using biclustering
algorithms. In the second stage, solutions with similar modules are merged into
groups. A module is defined as a bicluster of ones.

To find the modules, two biclustering algorithms, namely the Hartigan and the
Bimax algorithm, have been selected. The modules are defined as the biclus-
ters found by the two algorithms. The Hartigan algorithm comes in several
variations, which include different sorting measures as well as different splitting
measures.

In case of the Bimax algorithm which finds an exhaustive set of modules, there
are no variations for the module finding stage.

In the grouping stage, on the other hand, no variations exist for the Hartigan
algorithm, as the modules found by the Hartigan algorithm already are well
structured and exhibit a tree structure on the solutions axis. This tree structure
directly defines the grouping.
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In case of the Bimax algorithm, a subset of all found modules has to be se-
lected first. This subset is chosen such that as many ones as possible can be
covered with as few biclusters as possible. As the Bimax modules are not struc-
tured, several grouping methods were developed for the Bimax algorithm. These
methods include grouping according to increasing and decreasing group method,
with various definition of the largeness of biclusters. This definition is used to
find the order in which modules are considered to build the groups. In the
increasing group method, the largest module defines the first group. The sec-
ond largest module defines the next group, but with the constraint that a tree
structure exists on the solutions axis, which means that the borders of the first
group cannot be crossed by the second group (see Figure 4.1 for an example
where such a crossing exists). This step is repeated until no new groups can be
build without violating the tree structure requirement. In the decreasing group
method, modules are successively discarded, starting with the smallest module.
After each step, solutions, which have become identical due to the discarding of
the module, are grouped.

The test cases based on which these algorithms were compared include Pareto-
optimal fronts of binary two-dimensional knapsack problems with 50, 100, 150
and 200 items, respectively. The algorithms were also applied to predefined
test matrices which contain obvious biclusters. The algorithms were compared
in terms of the average similarity of the groups which are produced by the
respective algorithm.

The results of these test runs are as follows:

• Whether the group similarities are considered in the decision space or the
objective space does not make much difference.

• For the simplest predefined test case, sorting according to row and column
sums is the only method which is not able to identify the correct biclusters.

• The performance of the Hartigan algorithm with sorting according to ob-
jective values strongly depends on the correlation between objective space
values and decision space solutions. However, if groups which contain only
neighboring solutions in objective space are desired, it is the best choice.

• In general, the results achieved by the entropy splitting measures are not
better than those of other algorithms. Nevertheless, it takes much longer
to compute.

• The results of the Hartigan and the Percentage splitting measure are very
similar.

As a result, the Hartigan algorithm with Jaccard sorting and Hartigan split
measure was chosen for the following tests, the results of which are summarized
as follows:

Random Matrices: For Pareto-optimal fronts, the average group similarities
range from 90 to 100 percent depending on the error which is considered.
If the same algorithms are applied to random matrices, the average group
similarities are on average 65 percent for zero error and increase linearly
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to 100 percent for an error of 100 percent. The average similarities there-
fore are much higher for Pareto-optimal fronts than for random matrices.
This leads to the conclusion that Pareto-optimal fronts indeed are highly
structured.

Different Seeds: The variation of the results from matrices with different
seeds but with the same number of items is comparable to the variation
of results for different numbers of items. This leads to the conclusion that
the variations observed in Section 3.3.3 on different numbers of items do
not actually depend on the number of items, but are caused by the matrix
differences in general.

Pareto Front vs. Approximation: The similarities of approximations are
comparable to those of the Pareto-optimal front. Nevertheless, the group
sizes of the approximations are smaller and should therefore produce bet-
ter results. Population sizes of 300 yield better results than population
sizes of 100, as they produce slightly higher similarities with larger groups.

Best Level Cut: The groups which are generated by the biclustering algo-
rithm exhibit a tree structure. In a complex system, this tree is quite
large and contains many groups. To finally be presented to the user or
designer, the tree has to be cut on an appropriate level. The user is
only presented with groups which are located above this cut and therefore
smaller groups are discarded. This can be achieved by declaring smaller
modules containing only a few ones as error. Groups which are built from
these small groups will then be discarded. There is a tradeoff between the
considered error and the similarities of the groups, as the similarities of
the groups increase if the smaller modules which cause the differing bit po-
sitions in the groups, are declared as error and are therefore not included
in the similarity calculation. To find the best tradeoff automatically, a
method has been developed in this thesis which performs the best level
cut.

Application on EXPO: The methods for module finding and solution group-
ing were also applied to a real application, which was chosen to be the
network processor design of the EXPO tool. In this design problem, a set
of software tasks has to be mapped on a set of hardware resources in such
a way that the resulting network processor is as cheap and as fast as pos-
sible. It was found that these methods developed in this thesis yield good
indicators about what a good design decision would be, like including a
DSP in any case and a Cipher in most cases and mapping several tasks
on the DSP. When the groups are visualized in the objective space, it is
found that the solutions at one extreme, i.e. those which are very cheap
but quite slow, only contain the DSP resource.

In conclusion, the methods proposed in this thesis are able to automatically find
modules in the decision space, and to group the solutions with similar modules,
thereby achieving a reduction of the Pareto-set approximation.

In addition, it has been shown that there is structure both in Pareto-optimal
fronts and in approximations thereof. Depending on the requirements, these
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structures may be highlighted using different biclustering and grouping algo-
rithms. The methods were applied to a real network processor design (EXPO)
to prove their validity. Despite the good results for smaller matrices, work still
needs to be done to adapt the developed methods for use with larger matrices.

6.2 Online Scenario

In the online scenario, the methods developed in the offline scenario are applied
to the evolutionary algorithm at runtime to speed up the optimization by re-
ducing the search space. To this end, the modules found by the biclustering
algorithms are used to find groups of decision variables. In a new reduced rep-
resentation, all of these groups are coded by one bit and are varied accordingly.
To find the modules, the same biclustering algorithm as in the offline scenario
has been chosen.

The change to the reduced representation is done after a predefined number of
generations. This change depends on several factors, such as the set of solutions
on which the biclustering algorithm is applied, and the selection of a subset of
groups which will finally be used for the reduced representation. To achieve a
reduced representation, the number of selected groups has to be smaller than
the number of the original decision variables.

The following approaches were tested:

Usage of Groups of Pareto Front: As a proof of concept, decision variable
groups calculated from the Pareto-optimal front are used to reduce the
representation in the very beginning. The population representation is
initialized with these decision variable groups. This reduced representa-
tion is then varied during the whole optimization. It was found that the
initialization with decision variable groups of the Pareto-optimal front is
much better than the random initialization of the original evolutionary al-
gorithm. Therefore, the Pareto-optimal front can be reached much faster.

Keeping Constant Columns Fixed: In the knapsack problem which is con-
sidered here, the items are distributed in a cloud-like shape. Due to this,
there are several items which are either selected in all solutions, or in none
of the solutions. Good results have been achieved by only keeping these
constant columns fixed during a predefined interval of generations.

Using the Decision Variable Groups of the Population: In addition to
keeping the constant columns fixed, the representation may be reduced
further by varying decision variable groups instead of individual decision
variables. Unfortunately, it takes more time to reach the Pareto-optimal
front if such a search space reduction is used. Several approaches have
been tested to improve these results, but to no avail.

The reason for this failure might be that treating the reduced represen-
tation in the same way as the normal representation may be too strict.
Because as the representation changes, the mutation and recombination
might have to be adapted as well to reach better results.
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Apparently, using the reduced representation without modifying the variation is
too strict and yields poor results. Promising approaches to tackle this problem
include a completely new online approach (Appendix B) and the adaption of
mutation and recombination probabilities (Section 6.3.4).

Despite these problems with varying decision variable groups, it could be shown
that at least some improvements can be achieved by keeping constant columns
fixed for a predefined interval of generations.

6.3 Future Work

6.3.1 Generalization to Real Valued Matrices

In this thesis, only binary decision spaces have been considered. But as most
real life applications have a real-valued decision space, it makes sense to extend
the methods developed in this thesis to real valued matrices. To this end, a new
definition of biclusters has to be found. As the Hartigan algorithm initially was
intended for use in real valued matrices, only the stop criterion, which has been
adapted for this thesis, needs to be reverted to its initial definition.

As the Bimax algorithm has specifically been designed to find biclusters in
binary matrices, the focus should lie on the adaption of the Hartigan algorithm.

6.3.2 Modification of Hartigan for Speed

For large matrices, the calculation of all biclusters found by the Hartigan algo-
rithm becomes infeasible. Instead of simply increasing the minimum bicluster
size, a new minimum bicluster size which is based on the distribution of ones in
the biclusters could be developed. With such a new definition, biclusters which
contain mostly zeros could be discarded before they actually contain nothing but
zeros anymore. This is acceptable, as in this thesis, the focus lies on biclusters
of ones.

6.3.3 Modification of Bimax for Speed

For Pareto-optimal fronts of problems which have more than 200 decision vari-
ables, the Bimax algorithm quickly becomes infeasible. Increasing the minimum
bicluster size helps, but to obtain a reasonable number of biclusters, the mini-
mum bicluster size needs to be increased considerably, sometimes up to a quarter
of the matrix dimension sizes. Obviously with higher minimum bicluster sizes,
the error increases as well.

As only a subset of all biclusters found by the Bimax algorithm is selected for
grouping, it would make sense to adapt Bimax such that it recognizes biclusters
which will probably not be chosen.
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6.3.4 Modification of Online Variation

As shown in Section 5.3.4, the methods used for variation of single decision
variables do not apply well to the variation of groups of decision variables.
Therefore, mutation rates might have to be adapted such that they fit the
given decision variable group. For example a decision variable group, which was
formed because most solutions have selected all of the decision variables in this
group, should have a higher probability to be set to one than to be set to zero.

To learn more about what constitutes a good variation, a closer look into the
mechanisms of representation changes has to be taken. A good point to start is
to compare the effect variation has on the different representations of a sample
population. Different variation methods will have to be tested to eventually find
the one which yields the best results for the reduced representation.



Appendix A

Offline GUI

During this thesis, a graphical user interface (GUI) has been developed, with
which all methods that have been developed can be tested on different prob-
lem sets. In the following sections, the different components of the GUI are
described.

A.1 Menu

When using the GUI, the first step is to select a matrix. Afterwards, a biclus-
tering algorithm may be applied to the matrix. These two steps are shown in
Figure A.1.

After the biclustering algorithm has been selected, the biclusters are calculated
and the groups are generated and illustrated in a first figure (see Figure A.2 for
an example of a Pareto-optimal front with 50 items and biclusters calculated by
the Hartigan algorithm with Jaccard sorting and Hartigan splitting). Solutions
belonging to the same group are shown in the same color.

Note that this figure only shows the uppermost group level. Group levels and
single groups may be selected from the menu as shown in Figure A.1.

A.2 Error Panel

In the error panel, the desired error can be set with the slider. As soon as the
error has been set, it has to be confirmed by pressing the Set Error According to

Slider -Button. This in turn produces a structure/error plot (see Figure A.3), in
which the first bicluster that is above the selected error bound is marked by a
red circle. All biclusters to the right of this marked bicluster are discarded. The
remaining biclusters may be shown in the decision space by pressing the Show

Clusters in Decision Space-Button (see Figure A.4). In this figure, the ones of
the matrix are marked as dark blue squares, whereas the zeros are marked as
light blue squares. Ones considered as error are marked as magenta squares.
Next to the matrix, the groups are shown.



76 Chapter A - Offline GUI

Figure A.1: Screenshot of the GUI
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Figure A.2: First Level of Groups in Objective Space
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Figure A.5: Example Group in Decision Space

To increase the error, biclusters are discarded from smallest to largest. To select
different definitions of the largeness of a bicluster, the desired option may be
chosen from the drop down menu in the error panel.

A.3 Main Panel

In the main panel, the solutions of a chosen group may be displayed in the
decision space by pressing the Show Decision Space-Button. See Figure A.5 for
an example, where the columns for which all solutions have the same values are
marked. At the same time, the item distribution is drawn in a second plot (see
Figure A.6). Again the columns with fixed values for all solutions of that group
are marked.

With the Best Level Cut -Button, the best level cut is displayed, as shown in
Figure A.7. Different similarity measures may be selected from the drop down
menu. Note that for the definition of the largeness of biclusters, the value chosen
from the drop down menu in the error panel is used.
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Figure A.6: Item Distribution of a Group
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Appendix B

Completely New Online
Approach

Making use of decision variable groups seemingly does not yield the desired
results. It is possible that some modification of the module finding and grouping
methods will be found which improves the results. Nevertheless, there is a
slight chance that the grouping approach proposed in this thesis simply is not
appropriate to reduce the search space online.

This section formalizes the reduction problem in a very general way. Based on
this formalization, a new approach to search space reduction may be developed.

Given a set of columns S0 = {{1}, {2}, . . . , {k}}, the goal is to find a final set
of column subsets ST = {s1, s2, . . . , sl}, where si ⊆ {1, . . . , k}. Each initial
column selection si = {i} is equal to only one column. Each column is assigned
a row set zi ⊆ {1, . . . , n}. This row set indicates in which solutions the decision
variable of the concerned column is selected. To reach ST , the column sets
si have to be combined. In a special case, the column sets have identical row
sets and are therefore identical. In this case, these columns may be combined
without information loss. In the general case where the row sets are different, a
method has to be developed which defines the order in which column sets shall
be combined.

Columns which are merged need to be assigned a new representation. For
example if two columns have to be merged, they are coded by one bit in the new
representation. It first has to be decided which settings should be used for the
two columns if the bit is one or zero. The straight-forward approach would be to
assume that both columns are one or both are zero if the bit representing these
two columns is set to one or zero, respectively. A more general approach does
not simply set the two columns to the same value, but to the two representations
which best represent the relationship between the two columns.

To evaluate such representations, a quality measure of a column set S∗ is intro-
duced as the sum of qualities of each representation SR ⊆ S∗ of these columns.
For example if the set only contains two single columns, possible representations
are {00, 01, 10, 11}. The column set then is coded into one single bit by setting
1 for the best (S1) and 0 for the second best (S2) representation.
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Again, several measures to calculate the quality of a representation exist. In
the case where columns are merged, the quality may be defined as:

Q(SR) =
∑

1≤j≤n

Fit(i) · Rating(j)

W j ist a row, Fit(j) is the fitness of the row and Rating(j) is defined as follows:

Rating(j) = max{Dev(j, j|S∗ = S1), Dev(j, j|S∗ = S2)}

Here, S1 is the best and S2 the second best representation of the column set S∗.
The Deviation may be defined in three ways:

Dev(j) =







Iǫ(j, j|s)
Fitness difference(j, j|s), with rest of population constant (e.g. IH)
∑

1≤i≤d dist(j, j|s), where i is the dimension in objective space

The epsilon indicator Iǫ may either be defined as the maximum or the sum of
the epsilons in all directions. IH is the hypervolume indicator.

In the case that columns S∗ are discarded, the bit is set to a constant S∗ = S1,
where S1 is the best representation.

Depending on the quality of the column set, it can be either discarded or merged
with other columns.

Notation: j|S∗ = Sr means the j-th solution, whose bits are set as in represen-
tation Sr.



Appendix C

Online Scenario
Implementation Issues

C.1 Starting Matlab out of a C Program

In this thesis, the offline scenario has been implemented in Matlab. The only
exception is Bimax, which has been taken from the SOP Homepage [11] and
which is implemented in C.

For the online scenario, the knapsack implementation of the PISA framework
[17] is used. This implementation is only available in C source code. As the
adaption of the variator makes use of the methods developed in the offline
scenario, a simple way to call Matlab functions out of a C program had to be
found.

To achieve this, the Matlab Engine provided by Matlab was used. With this
engine, a Matlab function a = func(b); may be called easily with the following
syntax:

#include "engine.h"

Engine* ep = engOpen("\0");

engEvalString(ep, "a = func(b);");

engClose(ep);

As can be seen from this example, the engine.h file has to be included. Fur-
thermore, the linker has to be able to find the appropriate libraries. Therefore,
the linker library path variable (LD_LIBRARY_PATH) has to be set before running
the compiler.

C.2 Changes to the Performance Assessment Tool-
box

To be able to compare different optimization runs, the hypervolume indicator
of the performance assessment toolbox [18] is used. There are several issues
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that require attention when using the performance assessment toolbox. The
following points describe the changes which have been made to the performance
assessment toolbox.

• To change the number of generations, it is not sufficient to change the
run.ksh file. It is also necessary to adapt the monitor_param.txt file.
Furthermore, the number of generations in the knapsack_param.txt file
has to be larger than the actual number of generations by at least two
generations. The reason for this is that the monitor should have full
control over the knapsack variator, including its destruction.

• It is very important to delete all contents of the runs/ and the tests/

directories. The monitor saves population information for each generation
in these directories, which will later be used by the indicators. The indi-
cators use all information in these directories, as they have no possibility
to identify out-of-date information.

• The monitor initializes the state of the variator and the selector to 8 and
10, respectively. This ensures that both variator and selector reset before
any calculations start. Nevertheless, the variator automatically executes
state 0 before entering the state machine, which should be prevented when
using it with the monitor, as state 0 is executed shortly after state 8
anyway.
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