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Abstract

The motivation for this thesis is the broad diversity and the remaining problems of the exist-
ing work in Internet traffic analysis. During the last years many approaches, different in their
methodologies and their ambitions, have been published. Internet traffic analysis is used in
many fields, e.g. traffic engineering, network design, network security, etc.
Therefore, this thesis has the goal to compare as many of the existing approaches as possible
and to point out their strengths and weaknesses as well as their potential for improvements.
As result a survey paper is planed to be published. For a better comprehension of the field of
Internet traffic analysis, an application detection approach for a newly raised application class
is designed: The traffic of the Internet Protocol Television (IPTV) application Zattoo. Its traffic is
detected by a semi-port-number-based approach and afterward several attributes of this traffic
and of the host producing it are investigated. Totally 19 weeks of traffic from the Swiss Education
and Research Network SWITCH are processed and therefore also the temporal consistency of
the traffic and host properties can be explored.
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Chapter 1

Introduction

A broad range of operations profits from the possibilities to classify the traffic of a network in
real time or off-line. The classification is usually made according to some sets of characteris-
tics which are more or less predefined. Often the traffic is divided into classes of services or
applications. Depending on the goal of a traffic analysis, the best case is, when all traffic can
be assigned to a certain network application like HTTP, FTP, DNS, etc. Examples of operations
which benefit from knowledge retrieved from traffic analysis are:

• network security

• traffic engineering

• network planning and design

• network monitoring services provided by a network

• accounting and billing

• social engineering

An example for the last point is [39], where relationship discovery is made to enable business-
driven IT Management. Another goal might be to build profiles of the hosts from a network.
These profiles can also be used in security and diagnostic operations, e.g. detection of members
of bot-networks [64]. It is clear, that an Internet Service Provider (ISP) wants naturally to know
what are the important properties of the traffic he’s got within his network. Interesting are not
only the origin and destination application of some traffic. Also various distribution of the traffic
can bring useful information, e.g. byte vs. time, byte vs. AS (Autonomous System), length of the
connections between two hosts, etc.

1.1 Motivation

The field of network traffic analysis can be divided in three sub-fields: traffic classification,
host classification and application detection. These three parts differ in their intent. In traffic
classification, the focus lies on the traffic. That means, only attributes and distributions of the
traffic are studied, knowledge about the traffic producing applications or the source and destina-
tion hosts are not of interest. Also in host classification, where e.g. a host history might interest,
only statistics of the hosts are made, without respect to the traffic producing applications. On
the other hand, in application detection, it is clear, that the goal is to detect the applications or
application classes producing a certain part of the traffic, or the distribution of the traffic over the
applications.

1.1.1 Traffic Classification

In [38] and [41] traffic is analyzed from the perspective of a connection between two hosts. In
these two papers, they have aggregated uni- or bidirectional connections between two hosts,
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and the goal is not to assign a connection to a certain application, but to discover the prop-
erties of these connection. Also interesting are the distributions of these properties over time
or how one property is distributed over an other property, e.g. bytes of a connection vs rate of
a connection. Other measurements can include the byte/connection distributions over the dif-
ferent protocols TCP, UDP, ICMP, etc. The correlations between the attributes of a connection
are also investigated in this field. Another important point is the variation of the attributes and
their various distribution over some (long) time intervals. Daily, weekly or seasonal fluctuations
are indicators showing the dependencies of the attributes/distributions witch are e.g. holidays
on a campus, working time in a enterprise or a worm outbreak, etc. In this field it might be
important, that all operations are made without any knowledge of applications, hosts, network
properties, etc., because with such information, which is not introduce by the traffic itself, the
results might be different, because such information can include strong temporally uncertainties
since nowadays properties of applications and network infrastructure are changing rapidly.

• Traffic Engineering: The information about the attributes of the traffic and their distributions
can be necessary in usage based pricing and accounting. The detection of so called
“heavy-hitters” connections (a very small part of the Internet traffic’s connection, called
heavy hitters, produces the majority of all transmitted bytes [1]) is a main task in scalable
differentiated services or in monitoring and modeling applications.

• (Network ) Security : This knowledge is also useful in the aspect of security. Anomaly and
attack detection is one of the possible applications using this information, e.g. in [43] the
distribution of source and destination IP addresses vs. port numbers is used to detect
DoS, Port Scans, Worms, etc.

1.1.2 Host Classification

One step more is aspired in [34] and [35]. Here the goal is to analyze the traffic from the per-
spective of a host. The so received behavior of a host can state much information, e.g. who
tries to communicate with who, who really communicates with a host, the mix of big and small
(big meaning size of a connection in bytes) connections a host has with how many other, etc.
Also of interest is if a host is more a consumer or more a producer of traffic, which indicates the
classical client-sever model or if the ratio of the produced and consumed traffic during a time
interval is below a predefined threshold, where the host might be a member of a Peer-to-Peer
(P2P) system. The main difference between traffic classification is clearly, that with the focus
on the host, there opens the possibility to get information about the traffic during multiple uni-
or bidirectional connections. This is of course an advantage, because this information can be
used to build more complex profiles or descriptions from a host than with information about
only one uni- or bidirectional connection. On the other hand, the calculations based on such
multi-connection patterns needs more system power and time.

• Traffic Engineering: One possible interesting point is here the question if there are pat-
terns of communication, e.g. what are the profiles of the host communication with some
host with profile p. A step further might be that the profile mixture from all communication
partners of some hosts with profile p might have an impact to the profile p. Also interesting
would be, that if there are groups of hosts with the same or similar profile p, what is the
ratio between group internal traffic and inter-group traffic.

• (Network ) Security : Again, the knowledge from this field can also be helpful in (network)
security. Profiles or behavior of a host might be used to detect compromised machine, e.g.
if the number of simultaneous TCP connections exceeds a predefined threshold1.

1.1.3 Application Detection

Classifying traffic according to the application or application class that produces it is an essential
task for network design and planning or monitoring the trends of the Internet applications. Since
the early 2000s, application detection has become a difficult task, because some applications
try to hide their traffic from traditional detection mechanism like port based or payload based

1http://www.windowsecurity.com/articles/IDS-Part2-Classification-methods-techniques.html
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Figure 1.1: Traffic and Host Classification, Application Detection

methodologies.
One important goal of application detection is to improve the quality of service by treating some
special types of applications different than others. Examples are e.g. the growing demand for
interconnection network bandwidth to support the sharing of large datasets in grid-computing
(so called grid bulk transfers) [53]. Other examples are database traffic, VoIP or IPTV.
On the other hand, there are many scenarios, where network administrators do not want a class
of applications to run within their network. The most popular of this undesirable applications are
the various P2P applications like BitTorrent [10], ares [2], eDonkey [16], KaZaA [36], Gnuttela
[25], MP2P [48], Soulseek [62], WinMx [74] or Napster [49].
Many of them were treated in [21], [20], [42], [4], [6], [17], [45], [68], [11], [13], [46], [52], [58], [37],
[32], [63], [31], [60]. In the last years, P2P has overtaken the place as the major contributer to the
Internet traffic from traditional Web applications. The latest estimates assign up to 70% of the
total Internet traffic to P2P [9]. P2P application can cause network congestion and performance
degradiation of other services. Here the network owning organisation wants to shape or block
the traffic, because of the enomrous bandwidth consumption of these applications or because
of some policies.

• Traffic Engineering: If a network administrator would exactly know which applications pro-
duces the traffic in his network, he would have much less problems. With this knowledge
he could exactly decide, which traffic is illegal, dangerous, unwanted, normal, special-
priced, preferred, prioritized, etc. Also the detection of new applications is an important
task for future provisioning of network resources.

• (Network ) Security : Application detection methods are crucial methods to identify un-
wanted traffic and malicious applications (bot-software, spyware, worms, DDoS, etc.). De-
pending on policies and legal obligations, blocking some applications is also a security
point which becomes more and more important for universities and enterprises.

Figure 1.1 implicates the three different levels of traffic analysis. It is clear, that host classifica-
tion and application detection benefit from the results of traffic classification. All findings from
analyzing e.g. byte and packet distributions can be used to improve application detection, e.g.
the importance of byte accuracy [19]. Many traffic features investigated in the aspect of traffic
classification are used to detect various application, the simplest example is the port number
distribution. Also host classification uses all cognizance from traffic classification, e.g. the bytes
produced or consumed by a host [33] or again port-number distribution from the perspective
of a host [35]. In [33] the knowledge about the running applications is used to describe the
behavior of a host. On the other hand, the knowledge respecting a host could be used to
classify unknown traffic between this host and other, e.g. a host is a known P2P host and
has much unclassified traffic with another host known as P2P, the probability, that this
unknown traffic is also P2P is increasing.

1.1.4 IPTV

One of the newly emerged network application is IPTV. There are many different types of com-
munication models for IPTV:

1. The classic one over HTTP, like e.g. Youtube (http://www.youtube.com) or Yahoo!
Video (http://video.yahoo.com), also called Internet Television

2. Streaming services from a server, like e.g. Joost (http//www.joost.com)
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3. (On Demand) P2P streaming, like Zattoo (http//www.zattoo.com),
TVU (http//www.tvunetworks.com), PPLive (http//www.pplive.com) or
SopCast (http//www.sopcast.org)

There are of course many other IPTV applications, the ones from above are, to the best of
our knowledge, the most popular which can be watched without a charge. It is clear, that the
classic HTTP IPTV can be classified as WEB traffic easy. But the other services are difficult
to detect, because there are designed to evade Firewalls and make therefore use of almost
randomly selected port numbers, even port number 80. Also it is helpful to consider, that for the
services of streaming services from servers and P2P streaming exist other differences which
influence the traffic patterns of this applications in a way which can not be neglected. E.g.
some applications like Joost offer an On Demand video services, so does TVU, but with a
P2P system. On the other hand, Zattoo provides an application where TV Channels can be
selected as in the traditional Cable or Satellite Television. They have made contracts with many
TV stations in Europe, so they can broadcast almost all station from e.g. Switzerland, Germany,
etc. This combination of different application layer protocols, different type of service and the
fact, that there are enormous potential in this field2, make IPTV an ideal candidate to test some
application detection. Additionally, there is the interesting possibility for some applications, that
the users can also publish some content, which make IPTV part of the WEB 2.0 movement and
does not leave it for the big companies.
We selected to construct an detection algorithm for the popular IPTV from Zattoo. This, because
this start-up streams 40 TV stations with an P2P system. The P2P architecture makes it easy
to provide an bandwidth which can satisfy the users and also lead the traffic through firewalls
by using almost randomly chosen port numbers if necessary.

1.2 The Task

This thesis has two major tasks which can benefit from each other.

• A Survey of existing approaches to application identification, this is the more theo-
retical sub-task. First as much as possibly of the existing work has to be searched and
studied. The amount of all these approaches should be reduced by considering the ap-
proaches that:

– Bring in new algorithms, models, technique, etc.

– Cover a new field in traffic analysis/application detection.

– Found new significant properties of an application or application class.

– Applied different methodologies to evaluate their work

After the studies of these approaches, a set of characteristics should be derived to cat-
egorize the different approaches. Finally, a survey paper has to be compiled, where the
most relevant results of the analysis of the existing work are presented.

• A study of IPTV traffic in the SWITCH [65] network, this is the more practical part. A
detection algorithm should be designed and by of the experience during this work the main
tasks and problems in application detection should be better understood.

1.3 Overview

Chapter 2 describes the problems in traffic analysis. E.g. the first is already at the beginning of
the process of traffic analysis, which starts normally with gathering some data from a network
devise. Either one get enough information from its collected data and got not enough disk space
for a long term analysis or with the selected gathering method, one is able to store data from
a long time interval, but with this gathering method, there is not enough information in the
collected data (because of the high compression) to detect something. Chapter 3 presents

2http://www.heise.de/newsticker/meldung/78585
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existing approaches and categorizes them according to properties introduced in chapter 2. In
chapter 4, the way to the detection method for the Zattoo IPTV is presented. Chapter 5 shows
the results for the detection of Zattoo traffic within the SWITCH network [65]. Finally in chapter
6 and 7 we present our conclusions and the outlook for future work.
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Chapter 2

Problems in Application Detection

In the early days of the Internet, it was easy to detect, which application has produced which
traffic. First, there was only a smaller amount of traffic because the available bandwidth was
much smaller and the Internet was not as popular as nowadays [51]. Second, there were only
a few applications producing the majority of the Internet traffic. There were HTTP, EMAIL, FTP,
etc. Additionally it was clear how to identify this applications: Each application had their port
number(s) and their traffic therefore could easily be captured by these numbers.
Since then, the worldwide Internet and its traffic volume and the available and necessary band-
width has grown rapidly. Since 1995 a series of technological improvements lead to an explo-
sion of the traffic volume: In 1995 the MPEG Audio Layer-3 (i.e. the popular MP3) was published
which offer a huge compression gain, the release of the first free available MP3 players around
1997 (i.e. winamp), the video data formats as e.g. DviX and the increase of bandwidth available
making broadband technology inexpensive for more and more people not only in the first world
and finally the first popular file sharing network Napster [49], which revolutionized file sharing in
1999. Technically, Napster was a hybrid P2P system rather than a pure P2P system, because it
made use of severs indexing the content provided by its users. Over the years the several P2P
systems replaced WEB as the main contributer of the Internet traffic. As already mentioned in
section 1.1.2 the latest estimates assign up to 70% of the total Internet traffic to P2P systems
[9].
Of course, the ISPs began to shape the traffic from the various P2P systems and therefore the
use of no-privileged port numbers was introduced in newer versions of the existing P2P systems
or was standard in the newer ones.
With this history in the background being the reason for the evolution of application detection,
some crucial problems of such a traffic analysis are shown in this chapter. The here presented
aspects are selected, because they have a big impact on the results or performance of appli-
cation detection or because, to the best of our knowledge, they got to less attention in existing
work.

2.1 Traffic Data Collection

Normally, network traffic analysis starts with some traffic data collection, then there might be
a preprocessing. The preprocessing could sort the collected traffic data or eventually already
apply a filter, which e.g. remove all packets with invalid IP addresses and AS (Autonomous
System) numbers or sorts out all uni-directional connections. The results of a preprocessing
can also have an impact on the future collection of traffic data, or on the next step, the real
processing. Also the result of this action might influence itself in a more or less recursive way
and also the preprocessing or even the traffic data collection which could also already provide
a filter. In Figure 2.1, one possible setup for a traffic analysis is shown. Of course, there are
other setups, which might be more effective in some scenarios, e.g. in [24], [37] or [38]. In
Figure 2.1 we try to present a general traffic application setup. Traffic can be collection from
multiple network devises, e.g. more than one border gateway of an ISP. Also the advantages
of a real-time traffic analysis or of an active measurement (active in the meaning, that the
measurement itself also produces traffic) can be helpful for the “classic” off-line traffic analysis,
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Figure 2.1: Traffic Data collection and Processing

where the collected traffic data is first stored and one has more time for the analysis of this
data, e.g. to assembly the data from the different gateway routers.

The processes of traffic or host classification and application detection start usually with the
collection of some data from one or more link to the Internet. The simplest way is to install a
packet catcher application, e.g. tcpdump [66] or ethereal [22], on a connection to the Internet
and catch all traffic running over a network device. This method is still often used to verify some
measurements or the get some information about some specific not-open application [59].
This kind of collection gives all data, transport layer packet header and payload, and therefore
most information possible. Even with expensive products made for enterprises there are three
drawbacks: Scalability, encryption and privacy concerns. For scalability reasons it is clear, that
if a link from which the whole packets are caught is very fast, enormous storage resources are
needed. For examples, the traffic over the SWITCH network [65], a medium backbone from
Switzerland, was 1’238’179 GBytes in June 2007. The problem caused by encryption is clear:
If the payload of a packet is encrypted, it carries no information and there is only a waste of
disk capacity.

features
data source packet level flow level connection level intra flow multi flow
packet trace yes yes yes yes yes

sampled packets yes biased no biased biased
flow data some yes no no yes
SNMP no no no no no

server logs some some some no some

Table 2.1: The features which are applicable with the different datasets

To reduce these drawbacks, some catch only the first few, e.g. five packets (header and pay-
load) from a connection. But here the drawbacks of scalability (only for links with much traffic),
encryption and privacy are still relevant. Another way is to randomly sample the packets, but
this technique has also some drawbacks [8].
To confront these drawbacks, one possibility is to store only the packet header of each packet.
Here, much of disk storage is saved and without payload the privacy concerns are smaller, but
still exists because of the IP addresses. However, the challenge of encrypted payload does
not exist anymore. Naturally, much information from the (unencrypted) payload is lost. But with
dropping the packet payload, a traffic gathering system works also for fast links. For links with
even more traffic, the principle of a flow was introduced.
A flow is defined as a uni- or bidirectional sequence of packets that have some attributes in
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common. Typically the five-tuple source IP, destination IP, source port-number, destination port-
number,IP protocol type. The information from the packet header is compressed to flow infor-
mation as bytes/packets per flow, flow duration, etc. Depending on the implementation of the
application which collects the packet and builds a flow from each connection, a flow is either
unidirectional or bidirectional, therefore the feature of a flow can be very different. So it is impor-
tant to know the properties of such a flow collecting application. E.g. when is a flow terminated?
Normally after no packet was send between two host for 60s. Or when does this application
terminate a flow if it is too long? Depending on the interval when the application does export its
collected flows, this is e.g between 13min and 19min for the popular Cisco NetFlow V5 [50]. An
other popular format is CFlow from Juniper Networks. The Internet Protocol Flow Information
eXport (IPFIX) [28] is a IETF working group which was created to form a common, universal
standard of export for IP flow information. They chose the Cisco NetFlow Version 9 as basis for
IPFIX. Their definition [57] of a flow is:
A flow is defined as a set of IP packets passing an observation point in the network during a
certain time interval. All packets belonging to a particular flow have a set of common properties.
Each property is defined as the result of applying a function to the values of:

1. One or more packet header field (e.g., destination IP address), transport header field (e.g.,
destination port-number), or application header field (e.g., RTP header fields [RFC3550])

2. One or more characteristics of the packet itself (e.g., number of MPLS (Multiprotocol Label
Switching) labels, etc.)

3. One or more of fields derived from packet treatment (e.g., next hop IP address, the output
interface, etc.)

In this context it is interesting that also for UDP and ICMP, which are not connection oriented, a
flow represents a kind of connection.
A step more are SNMP (Simple Network Management Protocol) and server logs from e.g. a
web server or an application server. The information gathered with such instruments depends
very much on the manufacturer of the router, server, etc.

Depending on the information brought in by the datasets, there are different levels of candidate
attributes to be used in traffic classification or application detection [58].

• Simple packet level: Here are features like mean, variance or RMS of the packet size, etc.
Other attributes are time series, e.g. correlation over time. The attributes on this level have
the advantage that they are independent of some higher level aggregation application like
flow-collectors.

• Flow level: Depending on the implementation of the flow principle, there are informations
like flow-duration, bytes per flow, number of packets per flow, etc. A drawback is, that
sometimes packets from more than one application layer protocol are aggregated into a
flow, which could distort the flow level attributes.

• Connection level: Additional the the flow level information, the handshakes of a connec-
tion oriented transport-layer protocol, e.g. TCP, can bring in some new knowledge. Also
the symmetry of a connection, advertised window size or throughput distributions are not
contained at the flow level.

• Intra flow/connection level: Attributes on this level require packet level information, but
in the context of a flow. Examples are packet inter-arrival statistics, loss rates or latencies.

• Multi-flow level: Some characteristics show up only if more than one flow are considered.
For example in a P2P system there are normally data traffic and signaling traffic. This
combination carries informations which can not be found if one flow is examined. Other
examples are VoIP or IPTV applications which have a login or update procedure over more
than one flow.

Table 2.1 form [58] shows the cohesions between the different datasets and the levels of
candidate attributes. The more information is gathered, the more system power is required in
respect to CPU, storage or memory. Therefore for fast links it is always a trade-off between the
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amount of information contained in a dataset and the cost of infrastructure to collect, store and
process these datasets.
Another problem is evaluation of traffic analysis: To evaluate the results of such a classification
out of the standard dataset (e.g. NetFlow) contains often not enough information, so packet
header traces are needed, for which the collection and storage is much more expensive.

The literature read for this survey uses very different datasets. There are several traces
from universities, e.g. [20] or [38], and some from enterprises, e.g. [21]. Some of the earlier
work have access to dataset from regional or in the best case large backbones, which contains
traffic from universities, enterprises and residential, which indicates the best traffic mix. Before
some traffic analysis is performed it is important to know, what is the composition of the
investigated datasets. Are there any special events like a worm outbreak or especially for the
universities, which often provided some services which contribute a major part to the traffic,
what are these services. Also it is important to have datasets which cover different weekdays
on many daytimes, because a part of the traffic is always time-dependent on work-time or
holidays.

2.2 Passive versus Active

Beside on analysis based on gathered data only, the other way is the use a methodology which
also produces traffic, an active approach. It is clear, that for traffic classification the only way
to use an active approach is to produce traffic and to classify this traffic later. This technique is
also used to verify classification results in application detection or host classification.
For application detection or even for understanding an application, active probing brings in new
possibilities. Some newer examples are [5] and [59], where SkypeTM[61] is investigated in a
active way. An other example is [42], where they try to circumvent BitTorrent’s robustness against
selfish peers, which are trying to download more than than they fairly share with other peers. A
hybrid approach is [68], where first a passive methodology is used to catch P2P hosts, and to
validate the results of this heuristic, an active polling is adopted.
From our point of view, there is much unused potential in mixing passive approaches with active
ones. If this is as in [68] just to verify the results from the passive analysis or to enhance the
passive approach to get more specific information about e.g. webservers or super-nodes in P2P
systems.
Also for host classification, the possibilities from combinations of active and passive analysis are
rather unused until now. It is clear, that it would be difficult to handle an active traffic analysis
system which can perform active probing for e.g. many applications in a big network, because
such a system should not produce to much traffic.

2.3 User Behavior versus Machine Behavior

To detect something, one have to know what this something is. If you look for a certain bird in a
forest, you have to know how a bird does look like. It would also be better if you know, that a bird
can fly and does not life under the floor. So, you should know the behavior of this bird, e.g. how
he wheezes. The same is it with application detection. One should know as much as possible
about the applications to be able to detect them. Often such knowledge is more or less available,
because the application is open, or because somebody has already written some work about a
certain application, e.g. for SkypeTMin [5] or in [59].
Such a behavior of a specific application from the view point of the network layer is normally dif-
ficult to describe. Often it is easier to define a behavior for an application group, e.g. DATABASE,
or MAIL applications. It is clear, that a description of an application should consist of attributes
which can be measured. If you look for a certain bird, you also can only use attributes of the
bird which you are able to detect. For a bird this might be color of his plumes or the dimensions
of his body, etc. But if you only know the number of plumes or the average hemoglobin value of
his blood, you probable will not find the bird. It is similar for application detection.
But what is application behavior? In the existing work are many examples what can be counted
as application behavior. The simplest behavior is of course the port number which is used by an
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application, this attribute of an application can easy be measured and in the past, it was enough
information to clearly identify the traffic producing application. But here lies the main problem of
application detection: You have the collected traffic data, which gives you many attributes which
maybe can be used to identify an application (see [47]), but many from these attributes do not
help, because their range is to big or to small and their distribution carries to less information.
On the other hand, you have the applications you want to be detected. One should clearly assign
to each application some attributes, which made it possible to distinctly identify this application.
This is much more difficult, than it seems to be. Since there are many not open applications for
which exhaustive studies have to be done to get such attributes. Also, the Internet traffic com-
position is changing very fast. Every day new applications or newer versions of existing ones
emerge which might be targets for application detection. A huge effort would be needed to have
an updated list of attributes for every application one wants to detect. A good example of one
of the most “wanted” applications are the popular P2P applications. Attributes for this class of
applications are the facts, that a host participating a P2P system usually is connected to many
other hosts or he tries it at least, or that such a host often produces approximately as much
traffic as he consumes, or that many P2P systems transmit the files split into blocks with a fix
size. There are many other attributes which might be helpful for a detection of P2P systems,
but they are usually not equally adequate for every P2P system and because a main task to the
designers of new P2P systems is to hide their traffic, such attributes change frequently.
Application behavior is not only dependent of the design of an application. The human using
an application plays of course also his role. The impact of the human behavior is not to under-
estimate. Therefore, we divide application behavior into two parts: user behavior and machine
behavior.
We propose two definitions of user behavior and machine behavior : First we define user behav-
ior as actions which are performed by a human being and not by an automatism. Of course it is
difficult to draw the boundaries between these two behaviors: An automatism is normally started
and configured by some human and therefore also an action performed by a human. But there
we draw the borderline. The action of setting up an automatism or configuring an automatism is
clearly user behavior. But afterward, when the automatism is running, this is machine behavior.
Also starting, stopping, reconfiguring, restarting, etc. are user behavior. Of course, there are
automatisms controlled by other automatisms, which could also be implied, controlled, etc. by
other automatisms and so on. But at some point there is normally a human which is responsible
for all these automatisms and would therefore control them.
Second, we define user behavior as all behavior which are affected from actions performed by
some human being. From the view of network traffic, this means that all possible differences,
depending on a configuration by a human, between traffic produced by the same applications
are user behavior and all other attributes, which are not affected by humans are machine be-
havior.
A simple example is POP3 traffic. With the first definition, only the set up and afterward the
starting and closing time of the email-applications are user behavior. After starting, the email-
application automatically checks with a fix interval for new emails. Also the sending of an email
is user behavior if this happens when the send button was pushed. But if the email is sent within
a regular send-receive action after the predefined interval, this is machine behavior. Of course
the byte distribution over the periodical send/receive actions is defined by user behavior, since
the user defines when he writes an email which will be sent with the next periodical send/receive
action. With the second definitions, more attributes are affected by user behavior: The port num-
bers, the length of the intervals between two send/receive action, the encryption, etc.
To our best knowledge no previous work about traffic/host classification or application detection
considers the differences between traffic generated by user behavior and machine behavior ac-
cording two one of our two definitions.
Beside this two simple definitions, there are other aspects of user behaviors, which could be
used mainly in host classification. Humans often visit the same or similar web pages, which in-
troduce certain long- or middle-range dependencies. Examples could be user profiles for search
engines or for BitTorrent the combination between website were the .torrent files were down-
loaded and the connectivity within the users of BitTorrent or simply with the amount of traffic
consumed and produces by these hosts.
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2.4 Grade Of Automatism

Whenever a new mechanism was introduced by science, there was normally still much work to
do until a functional, practical, easy learnable, handable and affordable version of this mecha-
nism was widely used by the people or enterprises. All steps of network traffic analysis should
be automated until a product can be released which enterprises and Internet service providers
can easy deploy and use. Of course the collection and the storage of traffic data is automated
long ago. Also the aggregation of the gathered traffic in e.g. flow data is automated since the
first implementation of a flow collector. Other points to consider can be e.g. a pre- flow-sorting
procedure, because the flows are not sorted by start-time since they can not be exported until
they finished. Also a kind of pre-filtering of the gathered data might be necessary, e.g. neglect
all flows below a certain size etc.

2.4.1 Traffic Classification

In this field, the measurements are easily automated and also the evaluation of the results
can be made without human interaction. The summary of the measurements can be written
hourly, daily, weekly or monthly into some file and some plots can be generated With predefined
thresholds, alerts can be released to inform the person responsible for the network. Here it is not
so complicated to automate to whole process, because no additional information is processed,
accept the information contained by the collected traffic. So, only the set up of of all parameter
for this process has to be done by hand. Depending of the traffic mix and the dynamic of the
traffic attributes, these parameters have to be adjusted from time to time. An automated solution
is to define the thresholds for these parameters depending on the distribution of the parameter,
e.g. three times the mean plus the variance of the size of a flow, etc.

2.4.2 Application Detection

It is easy if the classical port number based approach is used to almost fully automate the traf-
fic classification. The only problem beside the accuracy is that with new applications or newer
versions from existing applications, the list linking the port numbers with applications has to
be updated. But this update should easily sold as periodical service by the software producing
company.
It is more complicated if payload inspection is used: More system resources are needed and just
the collection and storage of such a system would be more complex. Also the reference data
which is compared with the collected traffic has to be up to date and also region dependent,
because the traffic from Japan or China is different to traffic from the U.S. or Europe. Depending
on the aspired accuracy, there are every week new applications or versions of existing applica-
tions where the payload has to be extracted and delivered to the administrator of such a network
analysis infrastructure. But here also, this can be solve with periodical updates. Generally, it can
be said, that for every approach, there is the problem to encounter any new or changed appli-
cation.
Even if the problem seems to be solved with unsupervised or semi-supervised machine learn-
ing, the traffic from detected previous unknown applications appears in new cluster and must
still be manually to assign to the application. An other problem when some approach with ma-
chine learning is applied, is the selection of an adequate feature set. Depending on the traffic
composition, such a set has to be change from time to time. Here, some feature selection algo-
rithms like the backward greedy feature selection promise some help. But the selection of the
input of such an feature selection algorithm stays again unsolved. Another point is the detection
of such a necessity to change something like a payload signature or a feature set for machine
learning. Even more complicated are the approaches which use some transport layer heuristics,
which can be very sensitive to newer versions of an application.

2.4.3 Host Classification

For Host Classification, there are even more tasks to automate. Depending on the classification
procedure, if an approach related to applications running on a host or not, there are the same
points as above. Additionally, there is the problem to update the classification results for the
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observed host periodically under certain circumstances. Depending on the traffic dynamic and
the behavior of the watched hosts, the results are only accurate for a few minutes. Furthermore,
if one got a profile of a host, it has to be exported and be processed. E.g. for billing purposes
or some security operations have to be performed. Also if the behavior of a host suddenly
completely changes, some reaction should be predefined, because probably an other, perhaps
hostile, user has got control over this host.
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Chapter 3

Related Work

All work done in the field of traffic analysis can be separated within multiple dimensions. In this
chapter some classification of the existing approaches is presented and evaluated. Some traffic
analysis usually starts with gathering data from a network device. This is also the point where
the various approaches firstly differ in.
Generally traffic classification and application detection can be split up into passive and active
attempts. Active approaches usually try to get some information about one certain application
or one certain group of akin applications. The goal of passive approaches is normally to get
finally a better knowledge about all application.

3.1 Active Approaches

When a new obscure application becomes (very) popular, sooner or later there is some research
which tries to expose this nescience. Often, this could only be done if the scientists play some
active role in the context of this applications. Some examples are the studies of SkypeTM in [5]
and [59]. [5] describes the key components and functions of SkypeTM. They interact with other
Skype-nodes and additionally they check the payload. In [59] some different measurements for
bandwidth consumption, node and user behavior are presented.
In [52] the pure Peer-to-Peer (P2P) communication application Winny, which was the most pop-
ular P2P application in 2005 in Japan, is observed using two methods. First, they tried set up a
decoy peer which collected all pairs of IP addresses and the service ports of all possibles peers.
Second, they collect the same information by letting the service ports of the Winny peers playing
the same role as the decoy in method one. In [42] the manner of BitTorrent against selfish peers
is examined and ways to elude thees are presented. There was much work done in similar to
these mentioned papers.
The drawback of such active approaches is, that they normally treat only one specific applica-
tion or protocol. At most, they deal with a group of application with are similar to each other.
Neither they are able to react to some changes without human intervention nor they can cover
some new application in the same group.

3.2 Passive Approaches

There has been much work in this appendage of traffic classification. Overall, there are four
different techniques to get some information about the traffic and the application running over
some link.

3.2.1 Port Number Analysis

This is the classical method to classify Internet traffic. Because many traditional network applica-
tions run on well-known ports, assigned by IANA [27]. For example, [60] analyzed the behavior
of three popular P2P applications after identifying them by port number. They were interested in
topology characterization, traffic characterization and dynamic behavior characterization. Also
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in [24] the well-known port numbers are used to assign the applications to the traffic they exam-
ined. In [32] this approach has shown to be ineffective, because some newer applications, for
example the current generation of P2P applications, try to hide their traffic using dynamic port
numbers or hiding behind well-known applications. Unfortunately these are the applications
which generate huge traffic volume.

3.2.2 Payload-based Analysis

To enhance the flaccidities of the approach above, payload analysis was used. This method
is well researched i.e. in [32], [63], [31], [55], [46] and [63]. Here are the disadvantages in the
fact, that first, unknown traffic or unknown applications can’t be detected. Second, there are
some new applications as BitTorrent (also newer version of Kazaa) which encrypt their traffic.
Third, payload analysis brings in some privacy and security concerns. Finally, these approaches
normally need increased storage and processing resources [18].

3.2.3 Transport-layer Heuristics

Transport-layer heuristic information is used to confront the drawbacks of the approaches from
the sections 3.2.2 and 3.2.1. In [3] the flow characteristics are analyzed using i.e. arrivals, sizes,
durations. Not interested in applications, they just wanted to classify the traffic with these flow
attributes. For P2P applications there are some new methods in [32], [11] and [4]. In [32] the
unique behaviors of some P2P applications are used when they set up their connections or
transfer the data. This technique is shown to perform better than port number based classifica-
tion and equal to the payload based. In [11] the network diameter and the specific host behavior
are used to identify known and unknown P2P traffic. In [4] the make use of the inherent be-
haviors of the hosts to the P2P traffic. [12] uses the size of the IP Packets, their inter-arrival
time and the order of the packets. In [55] they present a method for automated constructions of
application signatures.
For all these approaches there is a need for much information about the specific applications,
therefor it would be difficult to expand some of these methods to detect more different applica-
tions as Internet-games or chat applications. In addition, there is a different approach [33] ([34]),
called BLINC, where social, functional and application behaviors are used to identify all types of
traffic in dependency to the hosts.

3.2.4 Machine Learning Approaches

Normally machine learning approaches consists of two parts: model building and classification:
Some model is built from the training data and then this model is putted into some classifier
which finally classifies the data.
Machine learning techniques can be divided into the supervised and unsupervised techniques.
The interarrival-times and size attributes of a flow are used in [44] to group the flows with the
EM-algorithm in a unsupervised approach. In [76] they used the AutoClass algorithm. In [17]
k-means and DBSCAN and in [15] vector quantilisation and Bayes using Gaussian Mixtures are
used for unsupervised learning. To be fast, they apply the K-Means algorithm on the first five
packets in [6]. Some supervised techniques also make use of some connection-level statistics.
[58] uses nearest neighbor and linear discriminate analysis. In [45] Naïve Bayes is used as
classifier. [20] uses a new semi-supervised learning algorithm.

3.3 Presentation of existing Work

Here, some examples of the existing work are presented and evaluated within the mentioned
dimensions. Of course not all existing work in traffic analysis is covered, but to the best of our
knowledge we selected the ones which brought in some new methodologies or which stand out
for other reasons.
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3.3.1 Analyzing peer-to-peer traffic across large networks

In [60], the focus lies on topology and traffic characterization and also on the dynamic behavior
of the three popular P2P systems Fasttrack [36], Gnutella [25] and DirectConnect [14]. Using
netflow [50], the three P2P systems are identified by their port numbers. This identification
method is adequate because the datasets are from 2001, where the usage of not-well known
port number is not common yet. For each P2P system, host distribution, traffic volume, host
connectivity, traffic pattern over time, connection duration and on-time and mean bandwidth us-
age are observed. Traffic Data is collected from September to December 2001, for each month
one week. For the host distribution, the results are as respected: For each P2P system there
are more host from month to month. Fasttrack has about 0.5 million to 2 million IP addresses
each day, this is about 5∼7 times that of Gnutella and 150∼300 times that of DirectConnect.
For the traffic distribution, they observe that the top 1% of the IPs, prefixes and ASes transmit
73%, 64%, 73% of the total traffic, respectively. They also inspect how many host are in one
of the P2P system during different time intervals and how long these hosts are active hosts
in one of the three P2P systems. Here, the result is that 65% of the hosts of FastTrack join
the P2P system only once and that the average uptime of 60% of the host is only 10 minutes
each time they join FastTrack. Also up- and downstream bandwidth are observed, with the re-
sult, that the bandwidths are limited by the network infrastructure because many hosts have
a asymetric bandwidth structure, where the downstream bandwidth takes almost 100% of the
available bandwidth. Finially, the correlations between the three metrics traffic distribution, host
conectivity and mean bandwidth are calculated and compared.

3.3.2 File-sharing in the Internet: A characterization of P2P traffic in the
backbone

To detect P2P traffic on nonstandard ports a set of heuristics is developed in [31]. They em-
pirically derive their methodology studying different P2P protocols. Their approach is payload-
based, and therefore P2P traffic on all ports can be detected. But it has its limitation with en-
crypted or byte-stuffed traffic. Two way are found to identify different P2P traffic. Packet size,
where the control packets of each P2P system can be identified by investigating of the first few
bytes. And block size, where most P2P systems use fixed block sizes for data transfer. The
following P2P protocols are observed: eDonkey2000 [16], FastTrack [36], Gnutella [25], Nap-
ster [49], BitTorrent [10], DirectConnect [14]. Additionally, empirically identified rules for each
P2P protocol are used to reduce the false positives. The results were: eDonkey 2000, FastTrack
and Napster are the most popular P2P systems. In Europe, eDonkey2000 is more popular than
in Asia. The newer P2P protocols BitTorrent and DirectConnect gain an increasing part of the
overall P2P traffic. For the dataset examined in this work, the total P2P traffic increase 2.5% for
packets and 1.5% for bytes from August 2002 to May 2003. In 2002, with exeption of eDonkey
2000, there is no traffic nonstandard port numbers. In 2003, with exeption of Napster and Bit-
Torrent, all protocol use arbitrary port numbers. Port 80 usually appears as destination port to
to by-pass firewalls which do not filter web traffic normally.

3.3.3 Accurate, Scalable In-Network Identification of P2P Traffic Using
Application Signatures

In [63] a real-time approach classification system is designed based on the first few packets
of a P2P connection. This approach works in the middle of a network and is robust against
asymmetric routing and packet losses. They focus their work on TCP data traffic of the five most
popular P2P systems of 2003 (Kazaa, Gnutella, eDonkey, DirectConnect, and BitTorrent). By
manual inspections, for each P2P systems an application signature is developed. This signa-
tures consists of some bytes, words or string which are used in a fixed pattern match at a fixed
offset for the different P2P systems. This operation is relatively trivial, so the complexity in the
worst case is the length of the pattern. Because this approach needs payload data, it would not
work for P2P systems using encryption or if byte-stuffing is used in a newer version of a client
from one of these P2P systems. With their trace, they have no false positives and compared to
a port based methodology, they have a false negative rate of 5% to 10%. For Gnutella, Kazaa
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and DirectConnect 34.5%, 72.6% and 38.8%, respectivly, of the traffic detected are on non-
standard ports. For eDonkey only 4.1% of the detected traffic are on non-standart ports. But for
BitTorrent, the signature-based approach detects less traffic than the port based methodology.
And only 0.95% of this detected traffic are on non-standart ports. This, because the use of non-
standart ports is not widespread at this time for the BitTorrent P2P system. To evaluate their
approach, the results are compared with results from a port-analysis, althogh the drawbacks of
this technique is the motivation for their work.

3.3.4 Transport Layer Identification of P2P Traffic

To circumvent the disadvantages of a payload-based approach, [32] presents a methodology
based only on transport-layer heuristics. Additionally a payload-based detection is implemented
to compare the results. They identify 99% of all P2P flows and more than 95% of all P2P bytes,
compared to the payload analysis. Their work detects P2P traffic which can not be found with
payload analysis, because of encryption and unkown P2P protocols. They also get three new
P2P systems previously unkown to them. This payload analysis is similar to [63] but instead
of five, they inspect nine P2P systems: eDonkey, Fasttrack, BitTorrent, WinMx [74], Gnutella,
MP2P [48], Soulseek [62], Ares [2] and DirectConnect. And here, also UDP packets are in-
spected. The transport-layer heuristics are only based on observing source and destination IP
addresses and port numbers. The first heuristic is that if a IP pair uses both UDP and TCP, it
is concerned as P2P. Six out of the nine P2P protocols use both, TCP and UDP. To reduce the
rate of false positives, flows from other applications using UDP and TCP are removed. Examples
are DNS, mail servers, gaming, mailware, IRC, etc. The second heuristic consists of monitoring
connection patterns of {IP, port} pairs. If a host communicates with one source port to distinct
peers, it recieves data from these distinct peers on distinct ports, it uses a different port number
for each peer. So, if the number of distinct peers is equal to the number of distinct ports, the {IP,
port} pair is considered as P2P. If the difference between IPs and ports is more than e.g. ten, it
is considered as non P2P. With these heuristics, after reducing the false positives, 20% to 100%
more P2P traffic was detected than with the known port numbers analysis.

3.3.5 Application-Level Traffic Monitoring and Analysis on IP Networks

In [37] a new approach is presented. First the categorize the Internet applications into classes
according to traffic patterns. Second they develop a flow grouping method to assign the traffic
flows to an application. The category of an application depends on how many sessions a appli-
cation uses between to hosts, how the port numbers are selected and between how many hosts
the communication occurs. There are five different categories:

• Type S-F-2 (S for single session, F for fixed port numbers, 2 because the communication
of an application from this category takes place between two hosts)

• Type M-F-2 (M for multiple session)

• Type M-D-2 (D for dynamic port numbers)

• Type M-F-3 (3 because the communication of an application from this category takes place
between three or more hosts)

• Type M-D-3

For applications belonging to the categories with fixed port numbers, the traffic classification
is easy. This is more difficult for applications of the categories with dynamic port numbers.
Here, this task is solved with the three mechanisms application port table (APT), important port
selection (IPS) and the flow relation map (FRM). In a first step the APT is constructed. For more
than 100 of the most popular applications the default port numbers (TCP and UDP) and other
informations were collected and the application was categorized in the way S/M-F/D-2/3. Also
the most frequently used port numbers (TCP and UDP) in addition to the default port numbers
were stored in the ATP. The IPS selects for each flow the important port, either the source
or destination port. The FRM consists of two consecutive unities: The property dependency
grouping (PDG) and the location dependency grouping (LDG). The PDG groups flows with
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dependencies over port numbers, protocol numbers and source or destination addresses into
PDG groups. These PDG groups are again grouped by the LDG. The association between all
flows of two PDG groups is weighted and than sum of these weights builds the weight of the
association of the two groups. If the maximum of this weight over the number of flows from one
of the two PDG groups is bigger than some threshold than these tho PDG groups form a LDG
group. After grouping al PDG groups to LDG groups, the final LDG groups can be associated
with an application due the APT. In this way, with 500 LDG groups, 99% of the flows, 95% of the
packets and 92% of the bytes were classified.

3.3.6 Class-of-Service Mapping for QoS: A statistical Signature-based
Approach to IP Traffic Classification

[58] puts the popular applications into four classes: Interactive (Telnet), Bulk data (FTP-data,
Kazaa), Streaming (RealMedia streaming), Transactional (DNS, HTTPS). After a discussion
about candidate features for the classification, average packet size and flow duration were
selected and tested with Nearest Neighbor (NN), Linear Discriminant Analysis (LDA) and
Quadratic Discriminant Analysis (QDA). For the training data, six applications were used: DNS,
FTP-data, HTTPS, Kazaa, Realmedia and Telnet. For cross validation, each dataset available
was divided into ten pieces and nine of them were used as training data to classify afterward
the last piece. The errors were always below 10%.

3.3.7 BLINC: Multilevel Traffic Classification in the Dark

In [34] three levels of traffic description are investigated: the social, the functional and the appli-
cation level. This approach works in the dark, with no access to packet payload, port numbers
and without any other information other than a current (2005) flow collector can provided (BLINd
Classification). The goal is not to assign the flows to application, but to classify the hosts. At the
social level the popularity of a host is captured, that means with how many hosts communicates
and what is the function of these hosts, are there communities of hosts, etc. For this level, the
informations about only source and destination IP addresses are used. At the functional level
the functional role of a host in the network is analyzed. Is a host a server, does a host provided
some service on certain port, is he only a consumer or is he a part of a P2P network, etc. At this
level, the characteristics of source and destination IP addresses and the source port numbers
are needed. At the application level, the transport layer interactions are analyzed. First only the
5 tuple (srcIP, dstIP, srcPort, dstPort, protocol) is used to classify the flow. Second, other heuris-
tics, like bytes and packets transferred, are processed to refine the result. For each application
a pattern is empirically constructed, which is represented by a graphlet. With a collection of
these graphlets the behavior of a host is described. At the social level, a community of hosts
will appear as bipartite clique [34] of IP addresses. If such a clique is “perfect”, this is a hint
for malicious flows. There are also “perfect” cliques for gaming communities, but most “perfect”
cliques are from worms or DDoS. If there is only a partial overlap, this case correspond to col-
laborative communities like P2P systems or gaming groups. But also to hosts connecting to the
same services at the same time (browsing on the same web server or streaming). If there is only
a partial overlap, but within the same domain, this leads to a service “farm”. Only the last few
bits of the IP addresses are different, so a service is provided by a multi-machine environment.
Examples are mail, web or streaming servers. For the functional level, they made three groups:
typical client-server behavior, typical collaborative behavior and Obscure client-server behavior.
For the first group, the classical example is web traffic, for the second group clearly P2P and
for the third group mail traffic and FTP. In the application level, the knowledge of the two other
level is combined. Here each empirically defined graphlet represents an application or a class
of applications. Additionally the relative cardinality of dstPorts versus dstIPs, the average packet
size per flow and other heuristics were used to distinguish more exactly between the different
applications. Overall, BLINC classifies 80%-90% of the flows with accuracies form 90%-95%,
depending on the datasets.
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3.3.8 ACAS: Automated Construction of Application Signatures

In this payload based approach [55], the following applications are detected: FTP control, SMTP,
POP3, IMAP, HTTPS, HTTP, SSH. The first n bytes of a flow are used to construct a feature
vector. The feature vector has 256 ∗ n elements, all initialized with 0. Then, for each byte i
of the n bytes, the the component i ∗ 256 + c[i] is set to 1, where c[i] is the value from this
byte. So, each feature vector has n non zero elements. These feature vectors are used for
three machine learning algorithms: Naïve Bayes, AdaBoost and Maximum Entropy (or Maxent).
These algorithms are trained with 1, 4 and 8h datasets to compare the dependencies between
training length and error rate. Also for n different values were used: 64 bytes and 256 bytes. To
evaluate their experiments, the default port numbers of the applications are used. The results
are better for all applications if the training sets become longer. But, the results are not better
for every application if n is bigger. For SMTP the error rate is bigger if the first 256 bytes are
taken to build the feature vector. The error rate for the other application decreases as expected.
Overall, they reach a flow accuracy above 99% for all applications.

3.3.9 Toward the Accurate Identification of Network Applications

In [46] a full payload packet trace based approach is presented. This method combines nine
different layers of classification, where each layer is more complex and has a better accuracy.
Before they start the classification, all simplex flows are removed from their data sets. A simplex
flow is a connection between two host where only one host is sending and the other host never
replies. The first layer consists the classical port number based classification method. The sec-
ond layer accesses to entire packet header of both traffic directions. Layer three to eight check
if a flow has a well-known packet signature or if a flow follows well-known protocol semantics.
The third layer looks if there is a known signature compared with one packet. The 4. layer looks
if there is already visible hint for a protocol in one packet. The 5. layer does the same as the
third, but for 1 KByte, also does the 6. for the 4. layer. If a flow is not classified correctly by a
layer, this flow is given to the next layer, until all layers has not correctly classified, or one of
them calculated the correct result. The correctness of a classification is given by the 9. layer,
which consists of a host/port history, which represents the knowledge of all classifications in
the past. If no layer is able the calculate a matching result with the last layer, this flow is saved
for manual inspection. The traffic is categorized in the following groups: BULK, DATABASE, IN-
TERACTIVE, MAIL, SERVICES, WWW, P2P, MALICIOUS, GAMES, and MULTIMEDIA. With
the classical port based approach 28% of the packets and 30% of the bytes stay unknown.
With the methodolodgy presented here only less than 0.01% of the packets and the bytes stay
unknown.

3.3.10 Characteristic analysis of Internet traffic from the perspective of
flow

The main focus of [38] is on flash flows. A flash flow is a flow whose duration is less or equal
to one second, the number of packets of such a flow is no greater than three and the amount
of bytes is less or equal to 500. First a high level analysis on the flows is performed. Traffic
distribution over time, distribution of the flow duration and byte/packet distribution within the
flows are investigated. 99% of the traffic was either TCP or UDP. On average, there were 642
bytes per packet, 678 bytes per TCP packet and 239 bytes per UDP packet. There were 2.7
times more UDP flows than TCP flows, but 90% of all packets and bytes are running over TCP.
Therefore, UDP is more important from the perspectives of flow. The average flow duration is
57.32s for TCP and 10.72s for UDP. The standart deviation of the flow duration for TCP and UDP
was 540.84s and 76.62s, respectively. 60% of all flows are shorter than 10s, 20% of the TCP
flows and 80% of the UDP flows. Also have 53% of the UDP flows only 64b, which means that
half of the UDP flows consists only of one packet. Within the three dimensions of flow duration,
bytes per flow and packet per flow 59.3% of all flows were flash flows. Of the TCP flows, 7.7%
and of the UDP flows 76.8% were flash flows. Most of the flash flows are P2P or Dos/DDos
traffic. For TCP, the thirty most used port numbers contribute 90.6% of the TCP traffic and for
UDP the thrity most used port numbers contribute only 65.85% of the total UDP traffic. From
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these thrity TCP ports, only port 80 was from the standart port from IANA [27]. From the UDP
ports, only port 53 (DNS) was registered on IANA.

3.3.11 Identifying Known and Unknown Peer-to-Peer Traffic

[11] needs only application independent transport layer information which is specific for P2P
behavior of a host. First they inspect the diameter of a network. All hosts are initiated with level
zero if they first occur in a dataset. If there is a connection from a host which has already a level
to a new host, than the new host gets the level from the existing host plus one. If a unknown
host initiates a connection to a host already being in a network, the new host receives the level
from the older host minus one. If the diameter of such a network is greater than the diameter
(three), than this network (and its traffic) are marked as P2P. Second, the behavior of a host is
monitored. If the consumed and produced amount of traffic is more or less equal, a host acts as
server and client, which is typical for a P2P hosts. The results were evaluated with a classic port
based classification system, because no payload traces were available. Some port numbers
were excluded from the port based classification scheme, because they carry both P2P and
other traffic. About 10% of the P2P traffic detected with the port based classifier was not found
with the two heuristics presented in this work. And on average, 20% of the detected P2P were
false positives.

3.3.12 Self-learning IP Traffic Classification based on Statistical Flow
Characteristics

In this short work [76], they use the packet inter-arrival time, the packet length mean and vari-
ance, the number of bytes per flow and the flow duration to classify the traffic with machine
learning. A flow is here bidirectional with a timeout of 60 seconds. As machine learning algo-
rithm AutoClass is used, a implementation of the Expectation Maximization (EM) algorithm. This
unsupervised Bayesian classifier builds the ‘natural’ classes inherent, which can afterward be
used to classify the flows. Because the learning process was slow, they only used 1000 ran-
domly sampled flows from eight know destination ports (FTP data, Telnet, SMTP, DNS, HTTP,
AOL messenger, Napster and Half-Life). Sequential forward selection (SFS) was used to select
the best attribute set. This algorithm starts with each attribute and first selects the best attribute,
than this attribute is tested with each of the remaining attributes, and the best pair is selected.
And so on, until no further improvement is achieved. For validation, they assumed, that the port
number defines the origin application of a flow. As stated at the begin of this work, this is not
always correct, but they assumed also, that this is accurate enough (!). With this methodology
they get an average accuracy of 87% (94% for Half-Life, but only 74% for HTTP).

3.3.13 Flow-based Identification of P2P Heavy-Hitters

[68] demonstrates an algorithm called PeerTracker that identifies P2P host based on Cisco
NetFlow informations [50]. A prototypical implementation of the PeerTracker currently runs at
the central network services of the ETH Zurich. All measurements were done with data from
SWITCH [65], a medium sized Internet backbone in Switzerland. The IP address range of
SWITCH contains about 2.2 million addresses. In 2004 on average 60 millions NetFlow records
were captured per hour. The “default” port numbers of a P2P system are used to detect if a host
is a P2P host or not. Even the newer P2P systems use dynamic port numbers, from time to time
there rests still some traffic on the default port numbers, e.g. for communication, or connection
set up. When a network connection is detected between two hosts, each host becomes a can-
didate peer. A candidate peer which has more P2P traffic becomes a active peer otherwise
it becomes a non-peer if it has no P2P traffic for the probation period (900 seconds) and will
be deleted. Every active peer is monitored for further P2P traffic. After a maximum time (600
seconds) without P2P traffic, an active peer becomes a dead peer. Each dead peer is still mon-
itored for P2P activity, but not reported as active anymore. After another maximum time (one
hour) without P2P traffic, a dead peer is deleted from the internal state of the PeerTracker. Dur-
ing every measurement interval (900 seconds) the last 100 used local and remote ports were
stored together with the respective amount of data for every host. With a threshold (different
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for host within the SWITCH network and host outside) value for the data, it can be determined
to which P2P network a host belongs. In a thirty day measurement, 2982 P2P host could be
identified within the SWITCH network. The usage of the default port numbers was investigated
and also the distribution of bytes transfered within the different P2P networks. Additionally, to
reduce the number of false positive an active polling approach was used.

3.3.14 Internet Traffic Identification using Machine Learning

In [18] different machine learning algorithms are compared. The supervised Naïve Bayes and
the unsupervised EM clustering method called AutoClass. The data analyzed consists of on 72
hour and one 24 hour traces from the University of Auckland. For each flow seven features,
e.g. total number of packets, mean packet size (in each direction and combined), flow duration
etc, are used to classify the traffic into nine classes like SMTP, HTTP, DNS etc. Because the two
traces are from 2001, classification based on port numbers is used as base truth. This is thought
as accurate, because the emergence of dynamic port numbers in P2P systems is later. Three
metrics are used the measure the precision of the two approaches: precision, recall and overall
accuracy. Precision is the ratio of True Positives to True and False Positives. Recall is the ratio
of True Positives to the True Positives and False Negatives. And overall accuracy is the sum of
all True Positives to the sum of all True Positives and False Positives for all traffic classes. The
AutoClass algorithm outperforms the Naïve Bayes with over 90% against circa 82% in overall
accuracy. For the Naïve Bayes, the recall and precision are over 80% for six out of the nine
classes. The precision and recall for the AutoClass is placed around 90%. They conclude, that
the unsupervised approach is at least equal in performance to the supervised algorithm and
because of the advantage that the AutoClass is able to discover unknown applications, they
would consentrate on this kind of machine learning algorithms in the future.

3.3.15 Bayesian Neural Networks For Internet Traffic Classification

[45] compares two supervised machine learning algorithms. These are the Naïve Bayes and a
Bayes Neural Network. Two 24 hour data sets from an academic campus with circa thousand
users are available. The first containing 337 thousand flows and the second, eight months later
with 175 thousand flows. Both sets are from work-week days. The aim is to classify these flows
into ten classes, e.g. BULK, DATABASE, P2P, MAIL, ATTACK, etc. To get a base truth, the flows
are manually and semi automated classified into one of these ten classes based on the payload.
The get the features, they make extensively use of the tcptrace tool [67]. The complete list of
all the features is presented in [47]. The computation of all the 246 features for all the 553,188
flows takes over 40 hours. After some investigation, the FFT features were removed and then
the computation of remaining 226 features needs 40 seconds with a standard deviation of 22.
Because some of the values of the features are integers and others are floating point numbers,
every feature is mapped to a value between 0 and 1. So unknown values are 0.5. For the Naïve
Bayes, the accuracy suffers from features with irrelevant or redundant information, therefore
a Fast Correlation-Based Filter (FCBF) is used the reduce the number of features to a set of
the ten most valuable features. The Naïve Bayes and the Neural Network are compared with
three experiments. 50% of the data from each day are used as training data and the other 50%
are used to test. The Neural Network reaches over 99% in metrics of flow, packet and byte
accuracies. Where the results of the Naïve Bayes are located between 74% and 95%. In the
third experiment, again 50% of the data from the first day are used as training data, but the test
is done with the complete trace of the second day. Again, the Neural Network outperforms the
Naïve Bayes. Getting about 95% accuracies the results of the Neural Network are the headline
result of this paper, because in this near realistic situation are the training and testing data
sets eight months apart. Furthermore, the length of the training data is varied and the number
of features for the Neural Network is reduced down to twenty with a feature-interdependent
ranking, where these are not the same features as with the FCBF, only one feature is in both
sets. This field is also left for future work.
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3.3.16 A measurement study of correlations of Internet flow characteris-
tics

[41] studies the heavy-hitter flows in four different dimensions and the correlations between
these dimensions. Before it existed many different classification schemes for such flows. By
size as elephant or mice flows, by duration as tortoise and dragonfly, by rate as cheetah or
snail and by burstiness as alpha or beta traffic. These definitions are not clear and the relation
between them are never investigated. First, the different characteristics are defined. An elephant
flow is a flow with a size grater than x KByte and a mice flow is a flow with size smaller than x
KByte. A tortoise flow is defined as a flow with a duration longer than y min and dragonfly as a
flow with duration less than y min. A cheetah flow is a flow with a rate greater than z KByte/s
and a flow is snail if it’s rate is less than z KByte/s. x, y and z are defined as the mean plus three
standard deviations of all flows in the respective dimension. For burstiness, they deliver three
different definitions: The first is based on the variation of traffic at a timescale T . A flow is divided
into bins bi of duration T . si is the number of bytes sent in bi, then variance burstiness of that
flow is the standard deviation of all si. The disadvantage of this definitions is that the variance
is undefined for flows shorter than T and that boundary effects add error for flows shorter than
3-5 T . Second there is the RTT burstiness which is the mean of the bytes sent in every RTT
multiplied with the average RTT. This definition avoids the drawback of definitions with a fixed
timescale. Their third definition is train burstiness. Here a burst is a train of packets with an inter-
arrival time less than t. Burst size is the number of bytes sent during each burst. Burst duration
is the time between the first and the last packet of a burst and burst rate is the is the burst size
divided by burst duration. Inter-burst is the time between two bursts. Finally, train burstiness is
the mean of the burst rates of a flow multiplied with the mean of the inter-bursts. So porcupines
are flows with a burstiness greater than m KByte and stingrays as flows with a burstiness less
than m KByte. m is also the mean plus three standard deviations of the burstiness of all flows.
They show, that size and burstiness are strongly correlated while size and duration are rather
independent of each other. It is also shown, that if somebody is paying attention to the bursty
flows, one could catch most of high-rate and large-size traffic. Burstiness can also be used as
an other metric to identify elephant flows instead of size and duration. But using the duration
as indicator of the volume of the traffic can sometimes be misleading. Flow size and duration
might need to be handled as different and independent dimensions. For future work they left
the classification of the protocol timeout mechanisms due application/user behavior or network
congestion. These timeouts elongate the flows and might have a big impact in performance in
case of a retransmission of some packets. It would be interesting to know which part of the
timeouts are caused by e.g. network congestion, software flaws, malicious attacks.

3.3.17 Traffic Classification Using Clustering Algorithms

[17] is using two unsupervised clustering algorithm: K-Means and DBSCAN, that has previ-
ously not been used for traffic classification. They compare the results also with the AutoClass
algorithm. The advantage of unsupervised machine learning over supervised machine learn-
ing is, that also previously unknown classes of traffic can be detected and classified. These
algorithms are selected, because they base on different clustering principles. The K-Means al-
gorithm is partition-based, the DBSCAN (Density Based Spatial Clustering of Applications with
Noise) is density based and the AutoClass algorithm is a probabilistic model-based algorithm.
The K-Mean and DBSCAN algorithms are also selected, because they are much faster than
the AutoClass algorithm. Also the number of clusters has an impact in the speed. If the algo-
rithm uses only a few “good” clusters, the performance can be enhanced. The AutoClass and
K-Means algorithms have both an accuracy of 85%, where the DBSCAN only achieved 75%.
Although DBSCAN has a lower overall accuracy, it produces clusters most accurate because
it can lable connections as noise. The following flow characteristics were used with Euclidian
distance as metric: total number of packets, mean packet size, mean payload size excluding
headers, number of bytes transferred (in each direction and the sum), and the mean packet
iner-arrival time. They found, that because of the heavy-tail distribution of many of there charac-
teristics and because of the Euclidian as metric, the logarithms of the characteristics give much
better results for all the clustering algorithm.
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3.3.18 Traffic Modeling and Classification Using Packet Train Length and
Packet Train Sizes

In [15] the main focus lies on the use of the unsupervised learning algorithms Vector Quan-
tization and Bayesian Classification using Gaussian Mixtures Models. The attributes for these
algorithms are the packet train length and the packet train size. Where a packet train is essen-
tially the flow between two hosts. They look only for the five traffic classes HTTP, SMTP, DNS,
SSH and POP3. Data from 90 days are collected and data sets of 60 minutes, 30 minutes and
15 minutes are used for training. The results are a little bit better for the longer training, but only
a few percents. More impact has the introduction of a threshold for the distortion of each traffic
type which yields to improvements up to 20%. Overall the accuracy of Gaussian Mixture Models
is 98.6% compared to 94.9% achieved with Vector Quantization based classification.

3.3.19 Traffic Classification On The Fly

The focus of [6] lies on early detection of the traffic application. The goal is to know the ap-
plication after five packets. They find that the size of the first five TCP data packets is enough
information to detect the application because the negotiation phases of the application are so
different during the first packets. An unsupervised machine learning with K-Means is applied
and they observe different numbers of packets with the conclusion that five packets brings the
best separation of application among the clusters. They also test different numbers of clusters
and get 50 clusters as the best combination with the five packets. So the flows are lying in a
five-dimensional space, where each packet is associated with one dimension and the Euclidean
distance between the spatial representation of the flows can be used as metric to evaluate
them. They compare their results with payload measurements and get more then 80% of cor-
rectly identified flows. The only problem is POP3, where 86.8% of the flows are labled as NNTP
and 12.6% as SMTP. They correct this weakness with the knowlegde of the destination port
and also get an accuracy over 90%. They note several limitations and challenges whith their
approach, e.g. out of order packets, packet sampling measurement environments, applications
with similar or unknown behavior, short flows with less than five data packets, etc. The main
problem is, that these technique could easly be evaded. The insertion of a few packets at the
begining of a flow is enough and this approach would not recognize the flows anymore.

3.3.20 Inherent Behaviors for On-line Detection of Peer-to-Peer File Shar-
ing

[4] identifies behaviors that are inherent to peer-to-peer (P2P) traffic. BitTorrent and Gnutella
hosts are detected with these behaviors. From packet header traces of two days they achieve ac-
curacy from 83% in detection of BitTorrent Host with a false positive rate of 2% and for Gnutella
host a true positive rate of 75% with 4% false positives. They investigate the amount of data ex-
changed between the hosts, the rate of failed connections, the ratio of incomming-to-outgoing
connenctions and the ratio of privileged-to-non-privileged port numbers. Because peers in a
P2P system are usually end-user machines, it is normal, that they come and go frequently.
Therefore, the automatism connecting to other peers is not working perfect and there are more
faild attemps to contact other peers than with non-P2P applications, where the server receiv-
ing the request from the client is normally well known and persistent. An other differnece to
some classic client-server applications is the fact, that there is a balance between incomming
and outgoing connections. Both in number of packets and number of bytes. And because, P2P
applications are typically user-level processes operating on a variety of platforms and envi-
ronments using privileged port numbers. Meaning port numbers above 1024. Of course other
applications, espacially gaming also uses these port numbers. With conbinations of these four
inherent behaviors, they reach quiet a good detection performance, 75% of the P2P hosts in
less than 10 ten minutes and 20% within a minute.

3.3.21 Flow Clustering Using Machine Learning Techniques

[44] uses packet header traces to divide the traffic into classes like bulk traffic, single and mul-
tiple transactions or interactive traffic. Unsupervised learning using Expectation-Maximization
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(EM) constructs k “soft” 1 clusters according to a set of features. Some of them are packet size
statistics, inter-arrival time. They also make use of attributes which were rarely used in other
papers. These are the time spend idle, in bulk transfer mode and in transaction mode, or the
number of transitions between transaction and bulk transfer mode. The also observed the dis-
tribution of the port numbers over their clusters and used this distribution as indicator for the
applications within these clusters. It is concluded, that this kind of classification is exact enough
for traffic class detection, but does not bring in the information needed for application detection.

3.3.22 Offline/Realtime Traffic Classification Using Semi-Supervised
Learning

The main contribution of [20] is the introduction of semi-supervised machine learning. This has
the advantage, that only a few sample flows are needed for the training sequence of the algo-
rithm (K-Means). Compared to a supervised learning algorithm, the semi-supervised learning
approach can detect new or changed applications. They have only a few one-hour traces but a
good base truth gained with payload classification, transport-layer heuristics and HTTPS (port
443) inspection. Their classifier can be developed by iteratively adding new unlabeled flows
to enhance the classifier’s performance. They employ the backward greedy feature selection
method and received following eleven features: total number of packets, average packet size,
total bytes, total header (transport and network layer) bytes, number of caller to callee packets
2, total caller to callee bytes, total caller to callee payload bytes, total caller to callee header
bytes, number of callee to caller packets, total callee to caller payload bytes and total callee to
caller header bytes. They find, that features with a time component, e.g. duration or inter-arrival
time, are not useful by the feature selection algorithm and that they should be avoided because
of invariance within different networks. They achieve a flow and byte accuracy depending on the
application between 60% and 90% both with the offline and realtime classification.

3.3.23 Traffic Classification through Simple Statistical Fingerprinting

Using the order, the direction, the size and the inter-arrival time of the packets [12] introduces
the principle of statistical fingerprinting. The key difference from other work are: The use of
normalized thresholds in the classification algorithm, the smoothing filter to reduce the noisy
factors and the use of the order in which the packets arrive. Because the work is in a early stage,
only three applications are tested, which are probably the most easy ones. With the four values
from above, a Probability Density Function vector P−→DF is constructed. This vector describes
a certain protocol, e.g. POP3. After applying a Gaussian Filter (reducing the “noise”) to each
component, they introduced the concept of a protocol mask −→M . The next step is to calculate a
anomaly score S which describes “how statistically far” a unknown flow is from a given protocol
P−→DF. With these two metrics the anomaly score threshold T is constructed. Finally, the protocol
p ’s fingerprint is defined as the union of the protocol p ’s mask vector −→M

p
and the protocol

p ’s threshold vector −→T
p
: Φp = {−→M

p
,
−→
T

p
}. After the fingerprints of some protocols have been

trained, the unknown flows can be assigned to one of the previous trained protocol or be labeled
as unknown. The problem is, that this approach is side dependent. The fingerprints can only
be used in the network, were the training has been made. For the three tested protocol they
reached accuracies between 90% and 95% compared to manually inspection.

3.3.24 Profiling the End Host

[35] is the continuation of BLINC [34], [33]. But instead of to assign the traffic to some appli-
cations or groups of applications, the focus lies here in designing general profiles of end-host
activity. Consecrating on dominant and persistent behaviors they try to neglect ephemeral ac-
tions because many new application make e.g. use ephemeral ports. They extend the concepts
of the graphlets by introducing activity graphlets and profile graphlets which are a compressed
version of the activity graphlets. Here a graphlet is a graph arranged in six (five in BLINC)
columns corresponding to: srcIP, protocol, dstIP, srcPort, dstPort and dstIP. With the reduction

1Soft if the clusters are compared with some “hard” clusters from e.g. K-Means
2The caller is the host which initiates the flow and the callee is the host which reacts to the initial request
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from the activity graphlets to the profile graphlets the needed negligence. Only the requested
dominant and persistent behaviors stay in the graphlets. The classification of the hosts is not
really evaluated and a lot is left for of future work.

3.3.25 Early Application Detection

[7] is the continuation of [6]. Here the intent is to classify the traffic as fast as possible and
therefore only the first few packets of a TCP connection are observed (typically the first four
or five). The TCP control packets (SYN, Keep-Alive or ACK with no data) are not considered,
because they don’t carry any application data. Also only the TCP connections which have at
least four data packets are accounted. Because, they don’t have much information, they use the
size and the direction of the packets. With this features three well known clustering algorithms
are evaluated. K-Means, Gaussian mixture model (GMM) and spectral clustering on Hidden
Markov Models (HMM). For the base truth a commercial classification tool called Traffic Designer
3 is used. Using GMM together with TCP port numbers leads to an accuracy of 98%. One
disadvantage of this approach is, that the TCP packets have to be in the correct order. An
“attack” against this approach could be to pretending to “be” an other application during the first
few packets or padding the payload of the the (first) packets.

3.3.26 Identifying and Discriminating Between Web and Peer-to-Peer
Traffic in the Network Core

In [21] they present an approach to classify unidirectional flows from the network core. An un-
supervised algorithm called clustering is used to classify the flows. With the Euclidean distance
the K-Means algorithm with 400 clusters is applied. The selected features are total number of
packets, mean packet size, mean payload size excluding header, number of bytes transferred,
flow duration and mean packet inter-arrival time.
Because they have limited disk space on their network monitor, they collect only eight one-hour
traces. About 85% of the flows and about 90% of the bytes are send over TCP and there-
fore they consentrate only on TCP traffic and left UDP for future work. Payload classification,
transport-layer heuristics and HTTPS identification are used to find the base truth. About 29.1%
of the flows and 4.2% of the bytes can not be classified using this methodology. This traffic is
labled as UNKOWN (no payload, port 443 and others). They reach on average over the different
traces 95% and 79% in terms of flow and byte accuracy, respectively.

3.4 Summary

The tables 3.1, 3.2, 3.3 and 3.5 (y =̂ yes, p =̂ partly) present an overview of the existing ap-
proaches. Which features is used by which work, which algorithm are implemented, etc. In table
3.4 is shown which work has what kind of collected traffic data and how much of it.

3Qosmos: http://www.qosmos.com



37

Hinttotheapproach
andhisreference

Active

Passive

Payload

PacketHeader

bidirectional

unidirectional

ApplicationDetec.

HostClassification

TrafficClassification

supervisedLearning

unsupervisedLearning

K-Means

GMM

EM(AutoClass)

HMM

VectorQuantization

DBSCAN

NaïveBayes

BayesNeuralNetwork

AdaBoost

Maxent

NearestNeighbor

LDA

TCP

UDP

specificpacketformat

P2Pblocksize

RMSpacketsize

inter-arrivaltime

La
rg

e
ne

tw
or

ks
[6

0]
X

X
X

X
X

Fi
le

-s
ha

rin
g

[3
1]

X
X

X
X

X
X

X
A

cc
ur

at
e

[6
3]

X
X

Tr
an

sp
or

t-L
ay

er
[3

2]
X

X
X

X
X

A
pp

lic
at

io
n

Le
ve

l[
37

]
X

?
?

X
S

ig
na

tu
re

-B
as

ed
[5

8]
X

X
X

X
X

X
X

X
B

LI
N

C
[3

4]
X

X
X

X
X

X
A

C
A

S
[5

5]
X

X
X

X
X

X
A

cc
ur

at
e

Id
en

tif
.[

46
]

X
X

X
X

Fl
ow

pe
rs

pe
ct

iv
e

[3
8]

X
X

X
X

X
K

no
w

n
&

U
nk

no
w

n
[1

1]
X

X
X

S
el

f-l
ea

rn
in

g
[7

6]
X

X
X

X
X

X
X

X
X

H
ea

vy
-H

itt
er

s
[6

8]
X

X
X

X
X

X
N

aï
ve

B
ay

es
[1

8]
X

X
X

X
X

X
X

X
X

X
X

N
eu

ra
lN

et
w

or
ks

[4
5]

X
X

X
X

X
X

X
X

X
X

Fl
ow

C
or

re
la

tio
ns

[4
1]

X
X

X
X

X
X

K
-M

ea
ns

&
D

B
S

C
A

N
[1

7]
X

X
X

X
X

X
X

X
Ve

ct
or

Q
ua

nt
.[

15
]

X
X

X
X

X
X

X
O

n
th

e
Fl

y
[6

]
X

X
X

X
X

X
X

In
he

re
nt

[4
]

X
X

X
X

X
X

(X
)

S
of

tE
M

[4
4]

X
X

X
X

X
X

X
S

em
i-s

up
er

vi
se

d
[2

0]
X

X
X

X
X

X
X

Fi
ng

er
pr

in
tin

g
[1

2]
X

X
X

X
P

ro
fil

in
g

[3
5]

X
X

X
X

X
E

ar
ly

[7
]

X
X

X
X

X
X

X
X

X
W

eb
vs

P
2P

[2
1]

X
X

X
X

X
X

X

Ta
bl

e
3.

1:
O

ve
rv

ie
w

of
so

m
e

ex
is

tin
g

ap
pr

oa
ch

es



38

Hinttotheapproach
andhisreference

#OfPackets/Flow

MeanPayload

PacketSizeDistr.

FlowDuration

FlowSize

PacketSize

TrafficDirection

VariancePacketSize

JitterofFirst4packets

SourceIP

DestinationIP

NextLayerProtocol

PortNumbers

OrderofthePackets

HeaderBytes

callertocalleepackets

callertocalleebytes

callertocalleepayload
bytes

callertocalleeheader
bytes

producerandconsumer

Networkdiameter

calleetocallerpkts

calleetocallerbytes

calleetocallerpayload

calleetocallerheader

minimumpacketsize

maximumpacketsize

quartilesofpacketsize

La
rg

e
ne

tw
or

ks
[6

0]
X

Fi
le

-s
ha

rin
g

[3
1]

20
03

b
X

A
cc

ur
at

e
[6

3]
Tr

an
sp

or
t-L

ay
er

[3
2]

A
pp

lic
at

io
n

Le
ve

l[
37

]
S

ig
na

tu
re

-B
as

ed
[5

8]
X

X
X

X
B

LI
N

C
[3

4]
X

X
X

X
X

X
A

C
A

S
[5

5]
A

cc
ur

at
e

Id
en

tif
.[

46
]

Fl
ow

pe
rs

pe
ct

iv
e

[3
8]

X
X

X
X

X
20

05
h

X
K

no
w

n
&

U
nk

no
w

n
[1

1]
X

X
S

el
f-l

ea
rn

in
g

[7
6]

X
X

X
X

X
X

H
ea

vy
-H

itt
er

s
[6

8]
X

N
aï

ve
B

ay
es

[1
8]

X
X

X
X

X
N

eu
ra

lN
et

w
or

ks
[4

5]
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

Fl
ow

C
or

re
la

tio
ns

[4
1]

X
X

K
-M

ea
ns

&
D

B
S

C
A

N
[1

7]
X

X
X

X
X

X
X

Ve
ct

or
Q

ua
nt

.[
15

]
X

X
O

n
th

e
Fl

y
[6

]
X

In
he

re
nt

[4
]

X
X

S
of

tE
M

[4
4]

X
X

X
X

X
S

em
i-s

up
er

vi
se

d
[2

0]
X

X
X

X
X

X
X

X
X

X
X

X
Fi

ng
er

pr
in

tin
g

[1
2]

X
X

X
P

ro
fil

in
g

[3
5]

X
X

X
X

E
ar

ly
[7

]
X

X
W

eb
vs

P
2P

[2
1]

X
X

X
X

X
X

X
X

Ta
bl

e
3.

2:
O

ve
rv

ie
w

of
so

m
e

tra
ffi

c
fe

at
ur

es
,u

se
d

by
ex

is
tin

g
A

pp
ro

ac
he

s



39

Hinttotheapproach
andhisreference

minPacketSize/max

thefirstfivemodes

#transitionsbetw.
Trans.andbulkmode

timespentidle

timeinbulkMode

timeinTrans.Mode

rateoffailedcon.

in.tooutgoingcon.

portNumb.<>1024

rate(kB/s)

Burstiness

246features!

WaveletAnalysis

first64/256bytes

socialbehavior

functionallevel

handmadegraphlets

#dstPort/#dstIP

recursivehostdetection

#noPayloadflows

applicationporttable

importantportselection

FlowrelationMap

TCP/UDPIPPairs

IP,portpairs

byte,word,stringmatch

La
rg

e
ne

tw
or

ks
[6

0]
Fi

le
-s

ha
rin

g
[3

1]
20

03
b

A
cc

ur
at

e
[6

3]
X

Tr
an

sp
or

t-L
ay

er
[3

2]
X

X
A

pp
lic

at
io

n
Le

ve
l[

37
]

X
X

X
S

ig
na

tu
re

-B
as

ed
[5

8]
B

LI
N

C
[3

4]
X

X
X

X
X

X
A

C
A

S
[5

5]
X

A
cc

ur
at

e
Id

en
tif

.[
46

]
Fl

ow
pe

rs
pe

ct
iv

e
[3

8]
20

05
h

X
K

no
w

n
&

U
nk

no
w

n
[1

1]
S

el
f-l

ea
rn

in
g

[7
6]

H
ea

vy
-H

itt
er

s
[6

8]
N

aï
ve

B
ay

es
[1

8]
N

eu
ra

lN
et

w
or

ks
[4

5]
!!

Fl
ow

C
or

re
la

tio
ns

[4
1]

X
X

K
-M

ea
ns

&
D

B
S

C
A

N
[1

7]
Ve

ct
or

Q
ua

nt
.[

15
]

O
n

th
e

Fl
y

[6
]

In
he

re
nt

[4
]

X
X

X
S

of
tE

M
[4

4]
X

X
X

X
X

X
S

em
i-s

up
er

vi
se

d
[2

0]
Fi

ng
er

pr
in

tin
g

[1
2]

P
ro

fil
in

g
[3

5]
E

ar
ly

[7
]

W
eb

vs
P

2P
[2

1]

Ta
bl

e
3.

3:
O

ve
rv

ie
w

of
so

m
e

tra
ffi

c
fe

at
ur

es
,u

se
d

by
ex

is
tin

g
A

pp
ro

ac
he

s
co

nt
in

ue
d



40

H
in

tt
o

th
e

ap
pr

oa
ch

an
d

hi
s

re
fe

re
nc

e
co

lle
ct

ed
tra

ffi
c

da
ta

La
rg

e
ne

tw
or

ks
[6

0]
80

0M
C

is
co

N
et

flo
w

s
Fi

le
-s

ha
rin

g
[3

1]
68

h
Ti

er
1

U
S

IS
P

ca
.6

50
M

flo
w

s
A

cc
ur

at
e

[6
3]

36
h

of
a

ba
ck

bo
ne

lin
k:

4.
58

M
TC

P
C

on
ne

ct
io

ns
an

d
V

P
N

T3
lin

k:
6d

/2
.8

G
pa

ck
et

s
Tr

an
sp

or
t-L

ay
er

[3
2]

Ti
er

1
U

S
IS

P
:1

0h
:c

a.
30

0M
flo

w
s

A
pp

lic
at

io
n

Le
ve

l[
37

]
P

O
S

TE
C

H
:8

66
M

flo
w

s
S

ig
na

tu
re

-B
as

ed
[5

8]
7d

fro
m

W
ai

ka
to

,c
om

m
er

ci
al

st
re

am
in

g
se

rv
er

lo
gs

,a
nd

2
T3

lin
es

B
LI

N
C

[3
4]

G
en

om
e

ca
m

pu
s

44
h

an
d

re
si

de
nt

ia
lu

ni
ve

rs
ity

,1
.1

M
flo

w
s

A
C

A
S

[5
5]

10
0G

B
fro

m
50

0
re

si
de

nt
ia

lu
se

rs
A

cc
ur

at
e

Id
en

tif
.[

46
]

G
en

om
e

ca
m

pu
s

24
h

Fl
ow

pe
rs

pe
ct

iv
e

[3
8]

3
w

ee
ks

fro
m

th
ei

rc
am

pu
s

(6
00

0
co

m
pu

te
rs

)2
.6

G
flo

w
s

K
no

w
n

&
U

nk
no

w
n

[1
1]

2*
24

h
tra

ce
s

fro
m

a
re

gi
on

al
IS

P,
co

m
m

er
ci

al
an

d
ac

ad
em

ic
in

st
itu

tio
ns

S
el

f-l
ea

rn
in

g
[7

6]
flo

w
s

fro
m

A
uc

kl
an

d-
V

I,
N

ZI
X

-II
,L

ei
pz

ig
-II

tra
ce

s
fro

m
N

LA
N

R
H

ea
vy

-H
itt

er
s

[6
8]

30
d,

60
M

flo
w

s
pe

rh
ou

rf
ro

m
S

W
IT

C
H

N
aï

ve
B

ay
es

[1
8]

72
h

fro
m

U
ni

v.
A

uc
kl

an
d

an
d

24
h

al
so

fro
m

U
ni

v,
A

uc
kl

an
d

N
eu

ra
lN

et
w

or
ks

[4
5]

10
*2

4m
in

no
n-

ov
er

la
pp

in
g

pa
yl

oa
d

sa
m

pl
es

fro
m

a
24

h
in

te
rv

al
fro

m
th

e
G

en
om

e
C

am
pu

s
Fl

ow
C

or
re

la
tio

ns
[4

1]
Lo

s
N

et
to

s
(2

.8
M

flo
w

s)
an

d
N

LA
N

R
(1

00
00

0
flo

w
s)

K
-M

ea
ns

&
D

B
S

C
A

N
[1

7]
72

h
TC

P
/IP

he
ad

er
tra

ce
fro

m
U

ni
v.

A
uk

la
nd

+
1

ho
ur

pa
yl

oa
d

tra
ce

fro
m

U
ni

v.
C

al
ga

ry
Ve

ct
or

Q
ua

nt
.[

15
]

90
d

fro
m

Te
N

eT
an

d
IS

P
’s

1M
bp

s
lin

k
O

n
th

e
Fl

y
[6

]
6

m
ot

hs
tra

ce
In

he
re

nt
[4

]
2*

24
h

tra
ce

s
fro

m
a

re
gi

on
al

IS
P,

co
m

m
er

ci
al

an
d

ac
ad

em
ic

in
st

itu
tio

ns
S

of
tE

M
[4

4]
tra

ce
s

fro
m

th
e

U
ni

ve
rs

iti
es

of
A

uc
kl

an
d

an
d

W
ai

ka
to

,c
a.

20
00

0
flo

w
s

S
em

i-s
up

er
vi

se
d

[2
0]

48
*1

h
tra

ce
s,

C
am

pu
s,

R
es

id
en

tia
l,

W
LA

N
.S

pa
nn

ed
ov

er
6

m
on

th
s

Fi
ng

er
pr

in
tin

g
[1

2]
fa

cu
lty

ca
m

pu
s

ed
ge

,4
0G

B
(w

ith
pa

yl
oa

d)
P

ro
fil

in
g

[3
5]

m
on

th
10

.2
00

5
an

d
2

w
ee

ks
fro

m
11

.2
00

5,
en

te
rp

ris
e

E
ar

ly
[7

]
8

di
ffe

re
nt

ne
tw

or
k

ed
ge

,u
ni

ve
rs

ity
,M

IT
,c

ol
le

ge
.2

0M
flo

w
s

W
eb

vs
P

2P
[2

1]
8*

1h
tra

ce
s,

9-
10

am
an

d
9-

10
pm

,T
hu

rs
da

y,
Fr

id
ay

,S
at

,S
on

.C
am

pu
s.

5M
flo

w
s

Ta
bl

e
3.

4:
O

ve
rv

ie
w

of
co

lle
ct

ed
tra

ffi
c

da
ta

,u
se

d
by

ex
is

tin
g

A
pp

ro
ac

he
s

co
nt

in
ue

d



41

Largenetworks[60]

File-sharing[31]

Accurate[63]

Transport-Layer[32]

ApplicationLevel[37]

Signature-Based[58]

BLINC[34]

ACAS[55]

AccurateIdentif.[46]

Flowperspective[38]

Known&Unknown[11]

Self-learning[76]

Heavy-Hitters[68]

NaïveBayes[18]

NeuralNetworks[45]

FlowCorrelations[41]

K-Means&DBSCAN[17]

VectorQuant.[15]

OntheFly[6]

Inherent[4]

SoftEM[44]

Semi-supervised[20]

Fingerprinting[12]

Profiling[35]

Early[7]

WebvsP2P[21]

P
ac

ke
tF

ea
tu

re
s

y
y

y
y

y
y

y
y

y
y

y
y

y
y

y
y

y
Fl

ow
Fe

at
ur

es
y

y
y

y
y

y
y

y
y

y
y

y
y

y
C

on
ne

ct
io

n
Fe

at
ur

es
y

y
y

y
y

y
y

y
In

tra
Fl

ow
Fe

at
ur

es
y

y
y

y
y

y
M

ul
ti-

flo
w

Fe
at

ur
es

y
y

y
y

y
y

y
y

y
y

A
ut

om
at

ed
Fe

at
ur

e
S

el
ec

tio
n

y
y

y
y

A
ut

o.
N

ew
A

pp
lic

at
io

n
D

et
ec

tio
n

p
y

y
p

p
y

p
y

A
ut

o
A

dj
us

tf
or

th
e

Fe
at

ur
es

p
y

y
y

y
y

y
y

y
y

U
se

r/M
ac

hi
ne

B
eh

av
io

r
y

p
p

y
A

ct
iv

e
&

P
as

si
ve

y
Tr

af
fic

C
la

ss
ifi

ca
tio

n
p

p
y

y
H

os
tC

la
ss

ifi
ca

tio
n

p
y

y
p

y
A

pp
lic

at
io

n
D

et
ec

tio
n

y
y

y
y

y
y

y
y

y
p

y
y

y
y

y
y

y
y

p
y

y
y

y
y

B
yt

e
A

cc
ur

ac
y

y
y

y
y

y
y

y
y

Fl
ow

A
cc

ur
ac

y
y

y
y

y
y

y
y

y
y

y
y

y
y

y
y

y
y

y

Ta
bl

e
3.

5:
O

ve
rv

ie
w

of
th

e
ex

is
tin

g
w

or
k,

at
tr

ib
ut

es
of

th
ei

ra
pp

ro
ac

he
s



42



Chapter 4

Zattoo Detection

4.1 Introduction

In June 2006 a small company named Zattoo Inc. [29] started a P2PTV (peer-to-peer Internet
Protocol Television) system. Zattoo was first tried out with Swiss free-to-air channels coinciding
with the FIFA World Cup 2006 in Germany. This service was only available in Switzerland,
because they thought that the small Swiss market might be a good test before starting with
bigger countries like Germany, France or UK.
The technical background is from the Project End-Host Multicast of the group “Warriors of the

Figure 4.1: Zattoo Bussiness Position in the Internet television market

Net” led by Sugih Jamin1 from the University of Michigan. Sugih Jamin is also the Chairman,
CTO and Co-Founder from Zattoo Inc. With the software, available for Windows, Mac and Linux
and a connection to the Internet everybody can watch TV without a TV set. Since June 2006
they successfully conclude contracts with several other TV stations in Switzerland, Germany,
France, Italy, Spain, UK, etc. Some technical aspects are also published in some papers:

• How to reach hosts behind NATs (Network Address Translation) and Firewalls: [69], [73],
[72]

• How to optimize a P2P network for streaming TV: [78], [77], [26], [71], [79], [70]
1http://irl.eecs.imich.edu/jamin
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In Figure 4.1 (source: Zattoo Inc.: [56]) the position of Zattoo in the Internet television market is
shown. Nothing has to be paid by the user to watch the several stations, since everything is paid
by advertising, which is shown during the switches from one station to another and during the
login-process. Figure 4.2 (source: Zattoo Inc.: [56]) shows a simplified view of the Zattoo P2P
streaming network. The future goals are to enter to global market, the EU15 and North America

Figure 4.2: Zattoo P2P streaming Network

until end of 2007, Japan, Korea and Australia until mid of 2008. The biggest challenge are legal
concerns, especially in North America.

4.2 Requirements

The goal is to construct a methodology for the detection of traffic form the Zattoo P2P system
within SWITCH [65]. Such a methodology should be able to identify both, traffic produced by the
Zattoo P2P system and the hosts which are members of this network. This methodology has to
meet following needs:

• Detect all Zattoo traffic, both signaling and streaming data.

• Discover hosts which are members of the Zattoo P2P system.

• Examine the traffic detected as Zattoo traffic in comparison to “all” traffic from and to the
SWITCH network.

• Compare the results with the “classical” port based approach.

• Such a scalability, that one is able to examine traffic from a long time period, e.g. 2-3
months.

• The detection methodology should be able to process the traffic data from near real-time.

• The detection should be side-independent (Also hosts which are behind a firewall or a
NAT should be detected).
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Figure 4.3: Architecture of the DDoSVax project

The methodology has to accept NetFlow v5 format, which can be get form the DDoSVax project
[75], which was started in 2000 the detect distributed denial of service attacks. In Figure 4.3
the architecture of the DDoSVax project is shown. It maintains a large archive of NetFlow v5
data which is provided by the four border gateway routers of the SWITCH network since the
beginning of 2003.

4.3 Analysis and Design

4.3.1 Manual Analysis of the Zattoo Traffic

First, the software from Zattoo was installed on a TIK2 PC and on a student Laptop, both run-
ning under Windows XP. The traffic from and to this hosts was inspected locally with Ethereal.
When the Zattoo client is started, first, the users ID and password are checked against Zattoo’s
database. Then a geo-filtering is made to decide from which country the user is, because the
available TV station vary form country to country. After the user has selected a channel, the
streaming starts form many sources over the port numbers 5002 for TCP and 5003 for UDP.
The funny thing is, that if after the installation of the Zattoo client, the Windows XP asks if one
would aloud Zattoo get through the Firewall and one denies this question, Zattoo randomly
chooses other port numbers and one can watch TV just the same.
The login with the user ID and password is to the best of our knowledge always performed with
the same destination IP (207.210.107.116, GNAL-2), under which also http://www.zattoo.
com is located. Also at the startup of the Zattoo client there is a connection with IP address of an
advertising server (64.22.80.15, GNAL-2 and 91.123.96.14, Zattoo Inc. Networks). If the RIPE3

database is search, one get that the address range 91.123.96.00 - 91.123.111.255 is assigned
to Zattoo Inc.
From the manual inspection of the Zattoo traffic, following points are the background of the
future detection approach:

• It was clear, that the standard port numbers for are 5002 for TCP and 5003 for UDP,
but if the connection can not be build with these port number due to whatever reason
(NATs, Firewalls, etc.) other port numbers are used. Also the fact, that many other Internet
applications (e.g. Radio Free Ethernet, FileMakerPro Server, many trojans, etc.) us these
two ports is not helpful.Therefore a detection of Zattoo traffic and host can not only be
founded on port numbers.

2http://www.tik.ee.ethz.ch
3http://www.ripe.net
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• The initial login and authentication over TCP with port number 80 can be used to mark
hosts, which may watch television over Zattoo in the future.

We have several structural limitations which exclude a multitude of possible approaches which
might be successful for this task.

- No packet payload is available, which might have been used to identify the Zattoo signaling
flows or for evaluation (Although most of the zattoo traffic is encrypted [56]).

- We can not use any packet header information, which is not aggregated into the Netflow
v5 format.

- We had no additional knowledge about the Zattoo P2P system at the time we started with
the design of the detection methodology, which could be helpful. But on the other hand, it
was the aim the build a detection approach for any exemplary Internet application. And it
can not always be assumed, that such an application is open and its architecture is well
known.

4.3.2 Design

Our Zattoo detection methodology is divided into four parts: Data Preprocessing, main process-
ing loop, Accounting and Resetting and final processing.

4.3.3 Data Preprocessing

First, we get the data in .bz2 compressed files which contain one hour from the border gate-
ways from SWITCH. Because of the architecture of the DDoSVax project, there are always two
different hour files. As shown in Figure 4.3 one file contains all traffic from three gateways and
the other from the last one. The traffic is assembled into Cisco NetFlow v5 and sorted according
to the export-time when the flows were exported from gateways. To be able to process later the
whole traffic of all four border gateways in chronological order, the flows have to be sorted, i.e.
for each hour the two files have to be merged. This whole preprocessing is done by the data
mole framework of Dominik Schatzmann (Special Thanks!).

4.3.4 Main Processing Loop

After the preprocessing, there comes the main loop over every flow. Firstly we check, if the flow
is:

• An outgoing flow, i.e. the source IP address matches with the SWITCH IP address space
and the destination IP address is not in the SWITCH IP address space.

• An incoming flow, i.e. the source IP address matches not with the SWITCH IP address
space and the destination IP address is in the SWITCH IP address space.

• An internal flow, i.e. the source IP address matches with the SWITCH IP address space
and the destination IP address is in the SWITCH IP address space.

• An transit flow, i.e. the source IP address matches not with the SWITCH IP address space
and the destination IP address is not in the SWITCH IP address space.

Depending on this classification, the flow is processed differently, because we treat hosts with
are in the SWITCH network (internal hosts) distinctly than host from other ISPs (external hosts).
The reason for this dissimilar attendance is simply that we expect for the internal hosts to be
able to catch percentually more of their traffic than for external hosts. Although we are not able
to collect the traffic from or to an internal host, which is not flowing over one of the border gate-
ways, i.e. traffic from internal hosts to internal hosts, we think that this assumption holds.
We only account only to incoming and the outgoing flows, because this makes the whole ac-
counting easier since so there is only outgoing and incoming traffic and no transit traffic. Another
reason is, that there are only a few tens out of a million flows which are not incoming or outgoing
flows. (Special thanks to Bernhard Tellenbach, who implemented the IP matcher!)
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Internal Zattoo hosts

If a outgoing flow has the IP address of 207.210.107.116, 64.22.80.15, 91.123.96.14, which
as already mentioned belongs to Zattoo Inc. and is called every time a Zattoo client is started,
as destination IP address, then the internal host is marked as potential Zattoo host. For every
potential Zattoo host, a struct of the type zattoo_host (see Appendix B.1.1) is allocated. This
data structure contains all necessary primitives to account much information of the traffic from
and to this host. For each flow, which is marked as zattoo_flow(see below), from or to this host,
several counters are incremented. E.g. the number of bytes from or to this host for TCP and
UDP, the number packet, the number of flows the duration of these flows, etc.
Each internal Zattoo host data structure carries also an mean metric and some variance metrics
to calculate these moments iteratively (see B.2) for this host. Additionally there is a hash table
where all (external) Zattoo communication partners are stored with there IP address.
All the internal Zattoo host data structures are stored in a hashtable. So it can be checked, if a
IP address is already marked as (possible) internal zattoo or not.

External Zattoo hosts

If we detect traffic from an internal Zattoo host to an IP address which is not part of the SWITCH
IP address space, and we conclude that this traffic is from the Zattoo application (how we
conlcude this is shown in the next section), this IP adresse is mark as external Zattoo host. As
for the internal Zattoo hosts, a struct of the type externalZattooHost (see Appendix B.1.2) is
allocated. This data structure is also stored in a hash table, so one can always check if there is
already an external Zattoo host struct for a certain IP address.

Zattoo Data Traffic

As already mentioned, the standard port numbers for Zattoo are 5002 for TCP and 5003 for
UDP. If we detect traffic on one of these standard ports with a internal Zattoo host ad source or
destination (because we can not assume, that the routing is symmetric) with an IP address not
in the SWITCH IP address space, we declare this flow as Zattoo traffic. If the flow is an outgoing
flow, we build a new external Zattoo host with the destination address of this flow, if no external
Zattoo host with this IP address is already in the hashtable of the external Zattoo hosts. If the
flow is an incoming flow, we build an external Zattoo host under the same conditions.
If we detect traffic on the standard Zattoo port numbers from an external Zattoo host to an IP
address within the SWITCH IP address space, which is not already in the hashtable for the in-
ternal host, then we mark this flow as Zattoo traffic and create a new internal Zattoo host. This,
because we do not assume, that we are able to detect all flows between SWITCH hosts and
Zattoo Inc. and let therefore open this second possibility to detect internal Zattoo hosts.
If a flow is detected from an already caught internal Zattoo host to an already detected external
Zattoo host on other ports than the standard ports, then this flow is marked as possible Zattoo
flow.
To have the possibility to compare the results from our detection approach with another method-
ology at all, we also implement a port based detection, where only the port numbers 5002 for
TCP and 5003 for UDP are used to decide, if a flow is part of the Zattoo traffic or not.

4.3.5 Accounting and Reseting

For each parsed flow, we account some properties on flow level, host level and ISP level (of
course we have only “our” ISP SWITCH). It was difficult to decide which measurements should
be done. Since we have only information from the flow level and no deeper information, e.g.
packet header, we try to catch as much information as possible. It is obvious that, e.g. there are
always more possible combinations of flow level attributes, which can build host level properties.

Per Flow Accounting

There are many attributes of a flow which as to measured in the context of application detec-
tion. Since we have our traffic data from border gateways, we calculate for each flow in which
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category it falls from the point of view of the ISP, this it already mentioned in section 4.3.4. Also
the counters for bytes, packets and flows, received and sent, and for TCP and UDP, are updated
with each flow. If we have a Zattoo flow, we update all counters, again for bytes, packets and
flows (TCP and UDP). So, we can compare the amount of the overall traffic with the Zattoo
traffic.
Also counters for the connections from and to the IP addresses of Zattoo Inc. are logged, since
the are indicators of changes in the application behavior of Zattoo. If a flow is marked as possible
Zattoo flow, the byte, packet and flow counter for the unsure Zattoo traffic are incremented. And
the distribution of these possible Zattoo flows and bytes over the port number range [1-65535]
for both, TCP and UDP are updated.
For each Zattoo flow, the average data rate, the average packet size and the average packet
inter-arrival time are calculated and with them, the distributions of the flows over the particular
scope is updated, again for both protocols, TCP and UDP. Last but not least, the two metrics
number of bytes and packets per flow are computed and their distributions over a selected range
(1-10ˆ6 in steps of 10 for the bytes and 1-10ˆ5 for the packets) are updated.

Per Host Accounting

In our detection approach, the host plays the most important role. Every host is part of our
detection methodology and because we want to explore, how our multi-flow or host based de-
tection performs, we calculate a lot of statistics for every Zattoo host.
We start with the counters to Zattoo Inc., where it is interesting how many such connections
a host has while “he” is watch TV on Zattoo. Then, for each Zattoo flow a internal Zattoo host
sends or receives, we update the following counters:

- Number of sent and received flows (TCP and UDP)

- Number of sent and received packets (TCP and UDP)

- Number of sent and received bytes (TCP and UDP)

- Number of sent and received flows (TCP and UDP) on other ports than 5002 for TCP and
5003 for UDP

- Number of sent and received packets (TCP and UDP) on other ports than 5002 for TCP
and 5003 for UDP

- Number of sent and received bytes (TCP and UDP) on other ports than 5002 for TCP and
5003 for UDP

- The data rate for sent and received traffic (TCP and UDP)

- The start-time of a host’s first Zattoo flow and the end-time of a host’s last Zattoo flow

- The total duration of all sent and received Zattoo flows (TCP and UDP)

- The number of external Zattoo host, if there was no connection with the actual external
zattoo host of this flow up to now

For flow metrics average data rate, average packet size and average packet inter-arrival time
also the per-host values (mean and variance) are updated.
For the external Zattoo host, the statistics are less extensive. The reasons are the memory
consumptions, since we have much more external hosts, than internal hosts (see table 5.1 in
section 5.2) and again the fact, that we can catch more information for the internal host than for
the external, because we are able to collect all cross-ISP-traffic from these hosts what we can
not do for the external hosts. For each flow, the following attributes of an external Zattoo host
are refresh:

- Number of sent and received flows (TCP and UDP)

- Number of sent and received packets (TCP and UDP)

- Number of sent and received bytes (TCP and UDP)
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- The end-time of a host’s last Zattoo flow

- The number of internal Zattoo host, if there was no connection with the actual internal
zattoo host of this flow up to now

The last category of accounted hosts are the hosts, which are detected by the port based
reference approach. Here, hosts with IP addresses are observed, we call this kind of host “port-
Based_zattoo_host” (see Appendix B.1.3) we do not refer to external hosts, since the detection
does not make use of them and again because of memory consumptions.
As every other category of host, we count the sent and received bytes, packets and flows for
each host. As the internal Zattoo hosts, also the “portBased_zattoo_host” has a time property,
which indicates the end-time of the last sent or received flow (whatever it was a TCP or UDP
flow).

Per Interval Accounting

To have an overview about the trends for the Zattoo traffic, some interval-based are done. The
interval length is a free choice, but in our measurements, we set it to one hour. After each
interval, some statistics and counters are stored and reset. The most obvious statistic is the
number of IP addresses with Zattoo traffic during the last interval. If an internal Zattoo host’s
end-time of its last Zattoo flow is bigger (in ms) than the last interval’s start, than this host is
counted as active host. To compare the results with the port based methodology, we do the
same with the “portBased_zattoo_hosts”. Also the byte, packet and flow counters are stored
and reset after each interval. To get the longterm behavior of the features average packet size,
average packet inter-arrival time and average data rate, the distribution of the flows and hosts
over the range of this attributes are also stored and reset. Additionally, these distributions are
also cumulated and normed to one, to have traffic-amount-independent distributions over the
time. In this context, cumulated means that e.g. the cumulated number of flows with an average
packet size of n bytes is the cumulated number of flows with an average packet size of n − 1
bytes plus the number of flows with an average packet site of n bytes.
If a Zattoo host (internal, external and port based) has no traffic for an so called “Aging-interval” it
is removed from his hashtable. We call this action “Aging” This action makes the whole detection
approach more scalable in memory consumption, which is with this deletion only dependent on
the number of active Zattoo hosts and not on the total number of Zattoo hosts. It has also the
advantage, that an off-line detection process, as we performed it, can be clustered. If the jobs
overlap each other, the result is the same as if there is no “Aging”.

4.4 Evaluation

First, it is very clear, that our detection methodology lacks of evaluation and verification. Since
we have only Netflow data, we are not able to build reference results which are accurate enough
to be used to get false positives or false negatives produced by our approach.
The only possibility to compute results which can be compared with our approach is to run a
port number based methodology. It is clear, that specially this kind of detection is not really
adequate for an application which uses arbitrary port numbers as Zattoo does. Although it is
better to have results from two different methods than from one only. Having two different sets
of results, it is possible to check if our results have the differences to the port based results,
as they should have (see Chapter 5). Another way is to ask Zattoo Inc, if the have accurate
numbers for their traffic within SWITCH. To compare the measurements for the flow and host
distribution over the metrics average packet size, average packet inter-arrival time and average
data rate it would also be nice the have some values from other applications or the average
over the total traffic from SWITCH. E.g. to compare Zattoo with BitTorrent with respect to them.
Because of the performance, it is not an option to compare these attributes of the Zattoo traffic
with the results for the total traffic, since the computation of these values would have to be done
for each flow what would increase the time needed to process one flow dramatically.
To improve the performance of our algorithm, some advancements can be made:

• Before processing a flow, it could be check if the flow has more than one packet or consists
of more bytes than a certain threshold.
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• Only metrics which are relevant for detection are computed, all other which serve only
accounting purposes are omitted.

• Also flows, which can be clearly assigned to other applications or services are not process
(E.g. ICMP).

• Flows with invalid attributes are also left out. E.g. invalid source or destination addresses,
wrong timestamps, etc.

To enhance our methodology, additional metrics like the number of different communication
partners per port number might be helpful. Also the ratio sent and received flows or bytes, the
ratio of TCP to UDP traffic or the number of failed connections per port number can be used to
make our approach more accurate.



Chapter 5

Results

In this chapter, the result from our longterm run of our Zattoo detection methodology are pre-
sented. The algorithm has been running with data from 19 weeks. Start was the March 30, 2007
at 06:00:00, we call this week one. An overview is given in the tables 5.1, 5.2 and 5.3. Week 9,
started at May, 25, had a corrupted file and was not processed.
First, we present the results which are computed with all detected Zattoo flows and hosts from
the whole 18 weeks from which we have the results. Second, the time dependent metrics from
the weeks 10 to 19 are shown.

5.1 Summations and averages over the whole period

In this section, all accounted statistics which more or less represent attributes of hosts and flows
that have to be build from summations over time are described. This includes distributions of the
Zattoo hosts and flows over the range of some general flow attributes like e.g. average packet
inter-arrival time.

5.1.1 Average Packet Size

Figure 5.1: Distribution of the Zattoo flows over the average packet size

In Figure 5.1 the distribution of the flows over the average packed size range (we set this range
from one to 1500 bytes) is shown. For a P2P application it can be expected, that for the signaling
traffic smaller packet size is used and that for the data transmission the Maximum Transmission
Unit (MTU) is occupied. In our measurements, the results do not match with our expectation.
For TCP, we most of the flows are smaller than 200 bytes and for UDP the majority of the
flows is smaller 1000 bytes. The difference from our expectations and our result is because our
expectations were based on P2P file-sharing applications.
The distributions of the flows over the packet size becomes more clear, if we cumulated the
number of each value from the average packet size as shown in figure 5.2. This means that
we add always the number of Zattoo flows with the average packet size n − 1 to the number
of Zattoo flows with the average packet size n and set this value for the cumulated number of
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Figure 5.2: Cumulated distribution of the Zattoo flows over the average packet size

Zattoo flows with average packet size of n. In figure 5.2 it is clearly visible, that over 90% of the
TCP Zattoo flows have an average packet size below 200 bytes, that about 70% UDP Zattoo
flows are also below the 200 bytes and that for both protocols, almost 100% of the flows have
an average packet size smaller than 1000 bytes. These facts might be helpful to exclude some
flows if one is not sure if some traffic is from the Zattoo application or not.

Figure 5.3: Zattoo host distribution over the average packet size

If we look at the distribution of the Zattoo flows and their cumulated distribution over the av-
erage packet size in figure 5.3 and 5.4, than it is obvious that they are similarly distributed as
their Zattoo flows. We first computed the average packet size for each flow on which a host is
participating, and than construct the mean of all these averages for this host.

Figure 5.4: Cumulated Zattoo host distribution over the average packet size

5.1.2 Average packet inter-arrival time

In Figure 5.5 the distribution of the flows over the range of the average inter-arrival time of the
packets is shown. The average inter-arrival time of the packets is callculated with the number
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Figure 5.5: Zattoo flow distribution of the average packet inter-arrival time

of packets per flow divided by the flow duration. In figure 5.6 it becomes more visible that ap-
proximately 90% of the TCP Zattoo flows have an average packet inter-arrival time smaller than
1000 milliseconds and that the 90% limit for the UDP flows is around 2000 milliseconds.
If the mean of the average packet inter-arrival time is computed for every Zattoo host as in figure
5.7, their distribution is a little bit different in comparison the Zattoo flows. Almost every Zattoo
host has a mean TCP average packet inter-arrival time below 400 milliseconds and for UDP the
picture becomes clearer with figure 5.8, where it can be seen that approximately 80% of the
Zattoo hosts have a mean average packet inter-arrival time below 750 milliseconds.

Figure 5.6: Cumulated Zattoo flow distribution of the average packet inter-arrival time

As for the average packet size, also Zattoo flow and host distributions over the average inter-
arrival time can be used to determine if some traffic is from the Zattoo P2P system. We assume,
that the small packet inter-arrival times are because a constant data arriving is necessary for an
IPTV application.

Figure 5.7: Zattoo host distribution of the average packet inter-arrival time
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Figure 5.8: Cumulated Zattoo host distribution of the average packet inter-arrival time

5.1.3 Data Rate

We got the impression from the average packet inter-arrival time, that a more or less constant
data arrival time is needed for an IPTV P2P network, we expected to got a analog image for the
data rate. We calculate the data rate for each Zattoo flow by dividing the size of a flow in bytes
with the flow duration.

Figure 5.9: The Zattoo TCP flows distributed over the range of the data rate

If a flow had a duration of zero milliseconds, the data rate was set to the number of bytes, as
if the flow duration was one millisecond. Because the distributions of the TCP and UDP Zattoo
flows overlap each other, we had to make the two figures 5.9 and 5.10. Because we assumed
that most hosts in the SWITCH network have very fast Internet access, we thought that the
data rate would be rather big. We found, that most of the Zattoo flows are not as fast as wee
expected.

Figure 5.10: The Zattoo UDP flows distributed over the range of the data rate

Again this becomes more clear if the cumulated distribution of the Zattoo flows in figure 5.11
is considered. Nearly 100% of the Zattoo flows have data rate not bigger than 250 bytes per
milliseconds. This might be that small, because our assumption was again based on consider-
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ations over P2P file-sharing systems, where the traffic is transmitted with the highest data rate
as possible [60].

Figure 5.11: The Zattoo flows distributed cumulatively over the range of the data rate

Figure 5.12: The Zattoo hosts distributed over the range of the data rate

Again, we have different distributions for the mean data rate per Zattoo host (see figure 5.12).
Most of the hosts have a similar mean data rate and it is smaller than the the distributions of
their flows let assume. About 90% of the hosts have a data rate smaller than 100 bytes per
millisecond. In figure 5.13 it is also visible that the average per host for TCP is about half of the
value for UDP.

Figure 5.13: The cumulated number Zattoo hosts over the range of the data rate

5.1.4 Bytes per Flow

In figure 5.14 it is viewable that the distributions of the Zattoo flows are similar to the distribution
of all the flows from the SWITCH network. We set the range of this metric to [0-5E6] bytes since
we thought that most of the flows would fall into this range (not most of the bytes, since the
majority of the bytes is carried by a few elephant flows). If additionally to figure 5.14 also figure
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Figure 5.14: The Zattoo flows distributed over the flow size

5.15 is considered, it becomes clear, that this metric is not very helpful to distinguish between
Zattoo traffic and the total amount of traffic.

Figure 5.15: The cumulated number of Zattoo flows distributed over the flow size

5.1.5 Packets per Flow

Figure 5.16: The Zattoo flows distributed over the number of packets per flow
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We have made the same operations with the metric number of packets per flow. The result
are not really different to them from the metric bytes per flow. Only in figure 5.17 some small
distinction between Zattoo traffic and the total amount of traffic comes out, since the cumulated
distribution of the flows with a certain number of packets raises slower for the Zattoo traffic.

Figure 5.17: The cumulated number of Zattoo flows distributed over the number of packets per
flow

5.1.6 Distribution of the Zattoo bytes and flows on the non-standard port
numbers

Figure 5.18: TCP flows between Zattoo host on non-standard port numbers

Since we know that the Zattoo apllication is able to transmit its traffic on arbitrary port numbers,
we wanted to check if there are some other port numbers than 5002 for TCP and 5003 for UDP
which are preferred by the Zattoo P2P system. For TCP, we got the port numbers 22, 54, 81,
444, 1434, 2129, 3129 and 5003, for UDP the port numbers 1, 38, 54, 124, 501, 1033, 1117,
2123, 4122, 5851, 8090 and 23128 with visible more flows than the other port numbers. This
port numbers are marked in the figures 5.18 and 5.19.
From the distribution of the Zattoo bytes over the non-standard ports also no additional knowl-
edge about the usage of the port numbers can be gained. For UDP, some port numbers between
30000 and 60000 carry more traffic than the rest of the port numbers. Generally it can be said,
that the port numbers above 1024 transport much more traffic than the privileged ones.

5.2 Overall Traffic Statistics

In the tables 5.1, 5.2 and 5.3 we present accumulated traffic statistics mainly the number of
internal and external Zattoo hosts, their connections to Zattoo Inc. and the sent and received
Zattoo flows, packets and bytes, both for TCP and UDP. We accounted totally 98’748 internal
Zattoo hosts, which had contact to 1’401’561 external zattoo hosts. It is clear, that because of
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Figure 5.19: UDP flows between Zattoo host on non-standard port numbers

Figure 5.20: Bytes between Zattoo host on non-standard port numbers

our Aging process, we counted both some internal and some external Zattoo hosts more than
once, since we deleted them if they had no Zattoo traffic for more than 24 hours.
Overall, it can be noted that as for total SWITCH traffic [68], also for the Zattoo application the
hosts within SWITCH produce more traffic than they consume. From these tables it is more or
less visible, that the summer holidays at the Swiss universities started around end of June.
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5.3 Chronological Sequences of the weeks 10 to 19

The results presented in this sections are calculated for each week and pieced together man-
ually. All values are the sums over an interval with the length of one hour. In figure 5.21 the
number of active Zattoo hosts within an hour is shown. The differences between weekdays and
weekends are clearly visible and also the daytime is observable. Here also the beginning of the
summer holidays can be recognized at end of June, begin of July.

Figure 5.21: Active internal Zattoo hosts per hour

Figure 5.22: Active “portBased_zattoo_hosts” per hour

Tn comparison to the result of the port based approach, shown in figure 5.22, we can state
that the results might be accurate, because of the same tendencies and because of the greater
impact of human behavior as the differences due to daytimes and to weekdays in the results of
our methodology.
We present in the figures 5.23, 5.24 and 5.25 overview of the Zattoo bytes, packets and flows
per interval versus to total amount of transmitted bytes, packets and flows from the SWITCH
network. In contrast to the figures 5.21 and 5.22 the weekdays and daytimes are more visibly in
the overall sums from SWITCH than in the Zattoo traffic. If one compares the distances between
the overall curves and the curves of the Zattoo traffic, it attract attention that these distances are
very large for the flows, smaller for the packets and even smaller for the bytes. It seems to be,
that the Zattoo flows have more bytes and packets per flow than a medial flow from the SWITCH
network.
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Figure 5.23: The temporal development of the Zattoo bytes in comparison to the total bytes

Figure 5.24: The temporal development of the Zattoo packets in comparison to the total packets

Because of the file size of the concatenated weekly results, images from the hourly distributions
of Zattoo flows and hosts over the average packet size, the average packet inter-arrival time and
the data rate can hardly be computed. MATLAB did not success on the computation, neither on
a Lenovo T60, T2500 2GHz DualCore with 2 GB RAM nor on a node of the (new) TIK cluster,
2* DualCore Opteron 275 with 8 GB RAM. Only for the average packet size, some results could
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Figure 5.25: The temporal development of the Zattoo flows in comparison to the total flows

be gathered, but they only state, that distributions of the Zattoo flows and hosts is rather stable
over the observed time period.



Chapter 6

Conclusion

6.1 Conclusions out of the survey of the existing ap-
proaches

Our main conclusion in this field is that the difficulties to detect an application build by appli-
cation designers with knowledge about network traffic analysis and application detection are
almost not assessable. It is always possible to detect one specific network application in the
traffic, even if as most powerful technique active probing is used. But what if the developing
team regularly releases an automated update which is might be able to introduce effective
changes to the behavior of this application? In such a situation, the team which wants to detect
the application has to be equally tough to release updates for their detection methodology.
In the usual case, where the goal of application designers is “only” to evade NATs and firewalls
where the aim is to reach all users and not to be invisible under all circumstances, it is normally
easier to detect the applications traffic. But also here, there is the same problem: The big
number of newly emerged applications. P2P systems (file-sharing and streaming network for
IPTV and VoIP applications), IM applications, etc. make it difficult for people who want to detect
them, because of several reasons: Many new versions or update, encrypted traffic, not-open
specifications and so on.
Independent of the type of application, there is always the necessity to describe the appli-
cation’s behavior from a network-layer view. But what is the network-layer view? Clearly all
possible traffic attributes from table 2.1 and also all features from [47]. And if these possible
candidate metrics for an application detection methodology are not enough, the possible
infinite space of multi-flow features makes it even more difficult to decide which features can
be adequate together with how much computational costs for the application which has to be
detected. On the other side, dependent on the application, its behavior has to be described
by parameters which are visible on the network-layer. This parameter are normally based on
a priori knowledge, which makes it difficult to automate the generation of such application
behavior.

6.2 Conclusions out of the IPTV detection

To design an application detection methodology which performs also in a network with the size
of the SWITCH network, NetFlow data seems to be the best starting point. Even with this com-
pression of the information carried in the packet headers the amount of data to process is huge!
But on the other side, with this level of information many traffic features are not available or can
only be approximated with some average. This makes it impossible to use many of the newer
approaches, e.g. [20]. But overall, NetFlow seems to be a good trade-off between computational
complexity, needed disk capacity and amount of information about the traffic.
Because we had no reference dataset or reference approach with the available dataset to calcu-
late an accurate base truth for an evaluation of our detection methodology, we are clearly not in
the position to judge if our approach is accurate enough or not. The only possibility we have, is
to use a “classic” port number based method. With the results of this approach, which is widely
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known as inaccurate, we have at least a second way to detect Zattoo traffic. By knowing that
our second detection is not very precise, i.e. it might have a lot of false negatives and also some
false positives, we can conclude that our results should at minimum have the same tendencies
like the port number based detection results.
Our multi-flow approach has the advantage to decrease the number of false positives, since
each host has a connection to Zattoo Inc in his history and therefore, no traffic from other appli-
cations should be marked as Zattoo traffic. On the other hand, the decision to have a connection
history for the hosts, increases the consumption of memory dramatically. This is also the point,
where we met our infrastructural limits and this problem was successfully solved by introducing
the process of Aging.
Additionally, we found that the distributions of the Zattoo flows and the Zattoo hosts over met-
rics average packet size and average packet inter-arrival time can be used to instantiate further
helpful thresholds for the Zattoo flows, which might make it possible to expand the detection
with features which are independent of the port numbers.



Chapter 7

Outlook

A lot of work has to be done until one has the capabilities to build a systematic modeling for
application detection. There are the two sides: the collected or real-time traffic data and the
applications which have to be detected.
For both side, a description methodology has to be developed. For the collected traffic data,
whatever it consists of payload traces or NetFolw data, such a description methodology has
to be clear and understandable from the view of the application layer. On the other side, the
attributes and behavior of the target applications as to be described that their representation in
the model can be converted into terms witch can be expressed on the network layer.

Figure 7.1: One possible architecture of a model for application detection

Figure 7.1 shows one simple possibility of how such a detection modeling can look like. If all
behaviors of the traffic and the applications are abstracted into their description languages which
can be read by an interface. Such an interface might put together the needs of both sides
and than final construct a generic detection approach for the target applications, based on the
available kind of traffic data.
Also for the detection of a P2P IPTV system, there is much work to do. The goal shout be to
design a detection algorithm which is as independent as possible of any port numbers, so any
P2P IPTV system can be detected, not only Zattoo. One way might be to used the knowledge
about the flow properties of such a system from this work and combine it with [68].
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Appendix A

Originalproblem

A.1 Introduction

Since the foundation of the modern Internet in 1992, it was subject to significant structural and
technical changes. On the one hand, these changes are inflicted by its massive growth in users
and content. But on the other hand, they are a result of the fact that the Internet is responsible
for a constant output of new services and applications.
Furthermore, because the traffic mix in the Internet is a result of these services and applications,
the detection of new, yet unknown applications or the identification and tracking of known ones
is crucial to the following two (research) fields:

• Traffic Engineering: Traffic engineering uses statistical techniques to predict and engi-
neer the behavior of telecommunications networks such as the Internet. It is mainly used
for infrastructure planing and/or improving the quality of service by treating some specific
types of traffic different than others. Examples are e.g. the growing demand for intercon-
nection network bandwidth to support the sharing of large datasets in grid-computing (so
called grid bulk transfers). A recent publication in this area is [54]. The publication presents
a system for packet level based application identification in real-time(in combination with a
protocol analyzer) with focus on applications for grid bulk transfers. This system could then
be combined with approaches to re-engineer the bulk traffic onto dedicated resources.
Other examples of applications that are of interest to traffic engineering are e.g. VoIP (e.g.
Skype-Traffic [59] or IPTV.

• (Network) Security: Application identification methods are crucial factors in the following
areas of (network) security:

– Identifying unwanted traffic (e.g. in an enterprise network).
– Identifying malicious applications (bot-software, spyware)
– Identifying hosts that offer disallowed services or that run banned applications (e.g.

Skype or p2p software).
– Analysis of the update behavior of users (delay in downloading security patches).
– Profiling of users.

Basically, application identification methods can be either active or passive. Active methods
are based on sending probes to trigger application specific responses while passive methods
require only wiretaps. Because of the fact that active probing is limited to testing a small set of
hosts in a specific network, we set the focus on passive application identification methods.
Basically there are three widely-used approaches for passive application traffic identification:

• Application signatures: The application signature approach searches for application pro-
tocol specific patterns inside packet payloads. There are several publications on identifica-
tion and evaluation of specific applications (e.g. [63] for p2p and [23] for chat applications)
and on different types of signatures and signature matching from the area of intrusion
detection on network level. But as proposed in [55], application signatures could also be
extract automatically. Nevertheless, application signatures have some limitations. First, it
is difficult if to quickly adapt to unknown, recently introduced application protocols since
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the protocol state machine for each application should be known. Second, application-
level pattern search in transport packets (usually achieved by reconstruction of individual
flows), generates significant processing load. Application of such systems to higher-speed
network links (1 Gb/s and higher) usually results in overload for the software, resulting in
dropped packets. Therefore, this approach is not suitable for application detection in the
large but it is often used to evaluate the accuracy of other methods (on low-speed links/in
testbeds). [33] is an example of such a cross-evaluation for which the application signa-
tures are available at [30] (for a more detailed technical report on this, see [34]). Another
limitation of the signature based approach is that it does usually not work if applications
use payload encryption. Nevertheless, if applications use a custom handshake proce-
dure/protocol, they might still be identified (as shown in [55]).

• Transport layer ports: Application identification based on transport layer port information
does not have the (potential) performance problems of the application signature approach
and it can even be useful in case of encrypted payload. Nevertheless, this method re-
quires human intervention in order to adapt to modified or recently introduced protocols.
Another problem with this method is that many applications have begun to use ephemeral
port numbers to deliberately avoid port-based identification. Some prominent publications
using this approach: [60] analyzes p2p traffic across large networks and [24] analyzes the
application traffic in a large IP network (sprint). That this method can highly underestimate
the actual application traffic volume is shown in [31].

• Network/transport layer application pattern recognition: This approach uses a set
of heuristics to map network traffic to a specific application. [31] and [32] use simple
network/transport layer patterns like the simultaneous usage of UDP and TCP ports and
the packet size distribution of an application flow between components of the application
to identify p2p traffic.

A more general heuristics that involves social, functional and application level heuristics is
presented in [33]. As a means to combine the information from all three levels, the authors
propose a graph based representation called ”graphlets”.

Heuristics based methods can give good performance for existing application protocols
and may even be used to discover unknown protocols. Nevertheless, two problems exist
with this approach: it may be straightforward to construct a new application protocol that
avoids any particular heuristic, and it may be difficult to eliminate false positives.

Furthermore, there exist some cross-layer approaches. [13] presents an approach for peer-
to-peer traffic identification and optimization based on active networking and [23] combines
application signatures and heuristics to identify chat applications (e.g. IRC or ICQ).
Depsite the fact that there is a lot of work on application identification, a coherent model to
describe applications on the network level is still missing. A first step toward such a model
should be done in this thesis. As a side-effect, some in-depth analysis of the development of
two to three applications using our network traces from the SWITCH network will be provided.
Any evaluations of this data has to be done on our computing cluster (confidentiality reasons).

Available Data

Usually, network traces used for application identification are either flow traces like e.g. specified
by the Cisco NetFlow 1 format or packet traces (full-payload or packet headers only). Therefore,
an important precondition to do research on application identification is to have such data at
hand. In the course of the DDoSVax [75] project, an infrastructure to collect and store infor-
mation about the network traffic crossing the borders of the Swiss Education and Research
Network SWITCH [65] was set up at our institute. This dataset is a valuable source if the pattern
for a specific application is known and if the spreading/use of this application is of interest.

A.1.1 Cluster and NetFlow Data Set

Facts about our NetFlow data set:
1This data contains e.g. information about which Internet hosts were connected to which others and how much data

was exchanged over which protocols.



71

• Time interval: March 2003 - today
• Hourly volume (compressed): 500-2000 MB
• Total volume (compressed) until 22.02.07: 22 TB
• Storage locations:

– Archive on jabba (tabe-library). Avg. download speed: 5 MBytes/s
– Data of the last 20 days on aw3 (/aux/ddosvax/pulled/old/)

• Completeness: Only a few gaps (outages) or corrupt files (exact number unknown). A
partial (incomplete) log already exists (Task: complete it).

Facts about our (new) cluster:
• 1 Login-Server (kom-pc-aw4): AMD Athlon MP 2800+ (dual core), 2.1 GHz, 2 GB RAM

(old file server)
• 1 Fileserver: 2x DualCore Opteron 275 with 8 GB RAM and approx. 2.5 TB data storage

(redundant, RAID 6).
• 5 Nodes: 2x DualCore Opteron 275 with 8 GB RAM and 4 TB data storage (no backup,

no redundancy!).
• Network: 1 GB Ethernet

A.2 The Task

This master thesis consists of the following two major tasks:

1. Survey of existing approaches to application identification

2. A study of IPTV traffic in the SWITCH network

The tasks and their subtasks are described in the following two subsections.

A.2.1 Survey of existing approaches to application identification

This task consists of three major subtasks:
• Search and study related work: An in-depth study of existing application identification

models, algorithms and evaluation methodologies. The basis for this task is an exhaustive
search and filtering of related work in the field of application detection, identification and
classification. To start with, we give a small set of relevant papers that is to be extended
with other work found in the Internet. We expect that this set is then reduced to the most
relevant publications. As most relevant approaches we consider approaches that:

– came up with a new algorithm/model/technique
– successfully apply a algorithm/model/technique from a different field to application

identification
– identified significant characteristics of one or multiple applications (empirical and/or

theoretical results)
– applied novel evaluation methodologies

• Derrive a set of characteristics and classification scheme: After the study, a set of
characteristics that captures the logical and technical differences of the existing application
classification approaches as much as a scheme for classifying them has to be developed.
• Compile a survey paper: The most relevant approaches have to be evaluated and clas-

sified according to the characteristics and the classification scheme. The results are then
compiled into a survey paper for publication in a scientific journal.

A.2.2 A study of IPTV traffic in the SWITCH network

This task consists of three major subtasks:
• Study of IPTV applications: Identify relevant IPTV services and applications used in

the Internet. Study the behavior of these applications using publications on their protocols
and communication behavior. Download and install the most interesting IPTV client(s) and
study their behavior using online measurements.
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• Develop a detection algorithm: The results obtained from the study of IPTV client(s)
have to be compiled into a detection algorithm. The algorithm has to be implemented in C
and should be well integrated in our toolset for evaluating Netflow data. The algorithm and
it’s implementation should be designed with time- and resource constraints in mind.
• Analysis of IPTV traffic and refinement of the detection algorithm: The last subtask

consists of an analysis of the development of the IPTV traffic in the SWITCH network.
For the analysis, a set of metrics that is likely to expose traffic characteristics that are
specific to IPTV traffic is defined. It is then evaluated how the appearance of the IPTV
traffic changed the overall traffic characteristics in the network. Furthermore, it is analyzed
if the set of metrics contains metrics that can be used to refine the detection algorithm in
favor of higher accuracy or in order to depend less on a priori knowledge.

A.3 Deliverables

During this thesis the following deliverables will be produced:
1. A concise and detailed documentation of the conducted work.
2. The code and installation instructions for the analysis tools.
3. A ready-to-use installation on our computing cluster along with its documentation.

A.3.1 Documentation structure

The report should contain the steps conducted along with the findings/consequences/results,
lessons learned, summary and an outlook on future work 2. All designs should be described in
detail and design decisions should be motivated. Evaluations have to be academically sound. In
case of measurements of stochastic quantities, this means e.g. multiple runs and indication of
confidence intervals. Finally, the report should contain an addendum with installation and usage
instructions for the developed tools.
The code of all of the in this thesis developed tools should come along with a detailed docu-
mentation. The code should follow a coherent and clean coding and commenting style so that
the code is easy to understand and use. If applicable, the documentation could be generated
using automated documentation tools (e.g. doxygen).
If important new research results are found, a paper might be written as an extract of the thesis
and submitted to a computer network or security conference.

A.4 General Information

Dates/Meetings:
• This master thesis starts on Monday, 19.03.2007 and finishes on Monday, 19.09.2007. It

lasts six months in total.
• Informal meetings with the tutors will be held at least once a week.

Presentations:
• Two intermediate informal presentations for Prof. Plattner and all tutors will be scheduled

two and four months into the thesis.
• A final presentation at TIK will be scheduled close to the completion date of the thesis.

Supervisors:
Tutor: Bernhard Tellenbach, tellenbach@tik.ee.ethz.ch +41 44 632 70 06, ETZ G97
Co-Tutor: Daniela Brauckhoff, brauckhoff@tik.ee.ethz.ch, +41 44 632 70 50, ETZ G97
//Co-Tutor: Arno Wagner, wagner@tik.ee.ethz.ch, +41 44 632 70 04 , ETZ G95

2Additional information and tips are available on the thesis wiki at http://tikiwiki.ethz.ch/thesis/index.
php/Main/HomePage.



Appendix B

Zattoo detection Algorithm

Here, we show some important parts of the source code of our detection methodology for the
Zattoo IPTV application.

B.1 Data Structures for the Zattoo Hosts

B.1.1 Internal Zattoo Host

struct zattoo_host {
uint32_t addr;
uint32_t nbr;
long long connections_to_zattoo;
long long connections_to_zattoo_Ad;

long long First;
long long Last;

long long nbr_of_received_udp_flows;
long long nbr_of_received_udp_bytes;
long long nbr_of_received_udp_packets;
long long duration_of_received_udp_connections;

long long nbr_of_sent_udp_flows;
long long nbr_of_sent_udp_bytes;
long long nbr_of_sent_udp_packets;
long long duration_of_sent_udp_connections;

long long nbr_of_received_tcp_flows;
long long nbr_of_received_tcp_bytes;
long long nbr_of_received_tcp_packets;
long long duration_of_received_tcp_connections;

long long nbr_of_sent_tcp_flows;
long long nbr_of_sent_tcp_bytes;
long long nbr_of_sent_tcp_packets;
long long duration_of_sent_tcp_connections;

long long otherPorts_nbr_of_received_udp_flows;
long long otherPorts_nbr_of_received_udp_bytes;
long long otherPorts_nbr_of_received_udp_packets;
long long otherPorts_duration_of_received_udp_connections;

long long otherPorts_nbr_of_sent_udp_flows;
long long otherPorts_nbr_of_sent_udp_bytes;
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long long otherPorts_nbr_of_sent_udp_packets;
long long otherPorts_duration_of_sent_udp_connections;

long long otherPorts_nbr_of_received_tcp_flows;
long long otherPorts_nbr_of_received_tcp_bytes;
long long otherPorts_nbr_of_received_tcp_packets;
long long otherPorts_duration_of_received_tcp_connections;

long long otherPorts_nbr_of_sent_tcp_flows;
long long otherPorts_nbr_of_sent_tcp_bytes;
long long otherPorts_nbr_of_sent_tcp_packets;
long long otherPorts_duration_of_sent_tcp_connections;

double mean_Rate_TCP;
double S_Rate_TCP;
double variance_Rate_TCP;

double mean_Rate_UDP;
double S_Rate_UDP;
double variance_Rate_UDP;

double mean_IAT_TCP;
double S_IAT_TCP;
double variance_IAT_TCP;

double mean_IAT_UDP;
double S_IAT_UDP;
double variance_IAT_UDP;

double mean_AverPacketSize_TCP;
double S_AverPacketSize_TCP;
double variance_AverPacketSize_TCP;

double mean_AverPacketSize_UDP;
double S_AverPacketSize_UDP;
double variance_AverPacketSize_UDP;

uint16_t udp_port;
uint16_t tcp_port;

struct hashed_table * externalHostTablePerInternal;
};

B.1.2 Externals Zattoo Host

struct externalZattooHost {
uint32_t addr;
long long Last;

long long receivedTCP_flows_WithInternalZattooHosts;
long long receivedTCP_packets_WithInternalZattooHosts;
long long receivedTCP_bytes_WithInternalZattooHosts;

long long sentTCP_flows_WithInternalZattooHosts;
long long sentTCP_packets_WithInternalZattooHosts;
long long sentTCP_bytes_WithInternalZattooHosts;

long long receivedUDP_flows_WithInternalZattooHosts;
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long long receivedUDP_packets_WithInternalZattooHosts;
long long receivedUDP_bytes_WithInternalZattooHosts;

long long sentUDP_flows_WithInternalZattooHosts;
long long sentUDP_packets_WithInternalZattooHosts;
long long sentUDP_bytes_WithInternalZattooHosts;

long long otherPorts_receivedTCP_flows_WithInternalZattooHosts;
long long otherPorts_receivedTCP_packets_WithInternalZattooHosts;
long long otherPorts_receivedTCP_bytes_WithInternalZattooHosts;

long long otherPorts_sentTCP_flows_WithInternalZattooHosts;
long long otherPorts_sentTCP_packets_WithInternalZattooHosts;
long long otherPorts_sentTCP_bytes_WithInternalZattooHosts;

long long otherPorts_receivedUDP_flows_WithInternalZattooHosts;
long long otherPorts_receivedUDP_packets_WithInternalZattooHosts;
long long otherPorts_receivedUDP_bytes_WithInternalZattooHosts;

long long otherPorts_sentUDP_flows_WithInternalZattooHosts;
long long otherPorts_sentUDP_packets_WithInternalZattooHosts;
long long otherPorts_sentUDP_bytes_WithInternalZattooHosts;

struct hashed_table * internalHostTablePerExternal;
};

B.1.3 Port-based Zattoo Host

struct portBased_zattoo_host {
uint32_t addr;
uint32_t nbr;

long long Last;

long long nbr_of_received_udp_flows;
long long nbr_of_received_udp_bytes;
long long nbr_of_received_udp_packets;
long long duration_of_received_udp_connections;

long long nbr_of_sent_udp_flows;
long long nbr_of_sent_udp_bytes;
long long nbr_of_sent_udp_packets;
long long duration_of_sent_udp_connections;

long long nbr_of_received_tcp_flows;
long long nbr_of_received_tcp_bytes;
long long nbr_of_received_tcp_packets;
long long duration_of_received_tcp_connections;

long long nbr_of_sent_tcp_flows;
long long nbr_of_sent_tcp_bytes;
long long nbr_of_sent_tcp_packets;
long long duration_of_sent_tcp_connections;

};
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B.2 Algorithm to calculate the Variance iteratively

n = 0
mean = 0
S = 0

foreach x in data:
n = n + 1
delta = x - mean
mean = mean + delta/n
S = S + delta*(x - mean) // This expression uses the new value of mean

end for

variance = S/(n - 1)

Where n denotes the for us the number of flows and x is the actual value of the flow, e.g. average
packet size, packet inter-arrival time or the data rate. This algorithm is taken from Knuth [40].
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