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Chapter 1

Abstract

Ad hoc networks form arbitrary and dynamic topologies, where there is no central
coordination to provide robustness. In such networks, each node acts as a router
and a host at the same time, sharing the same channel with the other members
of the network. A source communicates with a destination through a multihop
route (a sequence of wireless links), in the sense that a packet is forwarded through
intermediate nodes until the destination is reached. Each node may need to store
an amount of packets in its cache, due to link congestion. Mobility of nodes causes
link failures when they move out of each other’s vicinity.

The Transmission Control Protocol (TCP) was designed for wired networks, and
fails when being used in ad hoc mobile networks. The TCP issues an end-to-
end principle according to which forwarding and congestion mechanisms are only
running at the end points of the connection. Hence, in case of a link failure at any
point of the route the source has to resend the packets.

In this project we examine the performance of intermediate forwarding when the
congestion control is distributed in the intermediate nodes of a route. Hence, we
study how the taxicab distance, defined as the sum of the absolute differences of the
nodes’ coordinates, between nodes is related with their hop distance letting nodes
move on a lattice L*L with a fixed rate, for a number of time slots. The mobility
mode we adopt is the random walk, as it is mathematically feasible to conduct
analysis, although it is still too simple to characterize human’s real mobility pattern.

stination

Cluster 1 Cluster 4

Cluster 3

Figure 1.1: Mutltipath route
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Chapter 2

Introduction

Transport Control Protocol (TCP) was designed for wired networks, to provide reli-
able data transmission while controlling data flow and avoiding network congestion.
TCP also controls the network traffic and the rate at which data is exchanged. It
is a connection oriented protocol, which uses a number of mechanisms to control
the congestion, such as acknowledgements, slow start and retransmission timeout.
It uses a three-way handshake to establish a connection between the pair source-
destination, where the packets are forwarded through intermediate nodes.

A->G
Next hop:
B

Figure 2.1: Link failure

If the source does not get an acknowledgement from the destination G within
a time interval it sends the same data again. When the source retransmits the
packets usually it is more hops away from the destination than any intermediate
node. A solution to that problem could be to distribute the transport control to
the intermediate nodes so that they are responsible for delivering the packets to
the destination. To make sure that this is a solution in the following chapters
we observe the relation between the taxicab distance of two nodes and their hop
distance and introduce the intermediate forwarding. As shown in figure 2.2 the
taxicab distance between Node A and Node B is the orange line connecting them.
The name of this metric is established by the taxicab drivers in the streets of
Manhattan. Intermediate Forwarding (IF') as will be explained in the next section
is our suggested protocol where the nodes of a multihop path transfer data hop by
hop and in case of a link failure the node prior to it will retransmit the packet. For
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example in figure 2.1 where the source node A sends packets to the final destination
G, according to IF if the link between nodes D and E fails then node D will have
to retransmit the packet.

Node A

i
N

Node B

A

Node C

-

Figure 2.2: Taxicab Distance

When we look at mobile ad hoc networks (MANETS) we may assume that their
members are constantly connected, partially connected or disconnected. It is plain
to understand that the first and last category are affected by the density of the
network. In real life however, partially connected networks [2] are easily formed
due to the mobility of the nodes. This kind of networks are formed when the source
and the destination are not joined directly but instead different nodes complement
the broken route providing multi-hop paths until the destination is reached. These
multi-hop paths allow transmitting data closer to the destination.

In partially connected graphs the network is divided into groups which are not
connected and each node is only aware of nodes within its cluster. This means
that if the source and the destination are in different clusters they either have to
wait until they are in the same cluster, or a node might move to the desired cluster
and forward the data packets to the destination. The latter is not enough though
as according to the TCP protocol the source demands acknowledgement from the
destination within a timeout limit, so not only the data packets have to go through,
but also the acknowledgement packets otherwise the source will resend the data.

What we study in this project is the case where the data is forwarded from
an intermediate node D which acts as the source. Assuming that all nodes are
constantly moving, we calculate the probability that after some time a node which
was initially closer (either in means of distance, or of hops) to the destination will
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still be closer to it than the source which initially was further away. The data are
forwarded form the intermediate node only if there is a different valid route in its
cache memory, thus we don’t need to store them for long periods of time. The end-
to-end acknowledgement still has to go through the partially connected network
from the destination towards the source as is the requirement for a reliable service.

2.1 Goal of the Project

In this project we address the TCP layer of the TCP/IP suite, where we have
observed problems like time wasted for route establishment, and retransmissions in
absence of acknowledgement. We focus on two different forwarding schemes; the
source forwarding and the intermediate forwarding. In order to evaluate the two
mechanisms we use two metrics, one for the physical distance between nodes and
one for the hops between the nodes. We use Markov chains to model the two metrics
and perform simulations in a network with mobile nodes.

Source Forwarding According to this mechanism the source forwards packets
along an established route towards destination. This path may have been
established based on a variety of criteria such as shortest path, lower energy,
less traffic etc. ACKs are needed for reliability. The main reasons for a poor
performance are route changes or failures and packet losses. In case of a
broken link, the node prior to the link failure generates route failure messages
and notifies the source to retransmit the data packets. Source forwarding
performs well in networks where no or a few packets are lost. However in case
of an ACK absence the data packet will be retransmitted, even if it has been
received. Thus there might exist multiple copies of the same packet along the
network wasting resources.

Intermediate Forwarding In this mechanism each node of a multihop route is
responsible for congestion and link-flow control. At the same time there is
an end-to-end service operating on the end points which performs global con-
gestion control and provides reliable data delivery. To be more specific, the
node that currently has the packet decides which of its neighbors should re-
ceive the packet based on information from the routing protocol. The data
packets are transferred hop by hop and they are temporarily stored in each
node. Doing so, there is an effort to fool the end points that no packet is lost,
to avoid broadcast of route error messages and data retransmission. In case
of a packet loss the sending node (of that broken link, and not the source) will
retransmit the packet. During a route failure our suggested protocol does not
get affected, since invalid routes can still be used as long as the next hop is up.
The three fundamental tasks of a transport protocol, namely the end-to-end
reliability, flow control and congestion avoidance, are preserved as described
in [3]. Throughout the project we assume that once the packet is sent from
one node it will be received successfully, ignoring collisions, interference and
other lower layers’ errors.

2.2 Related Work

MANETS have been addressed in several works. [4] presents a formal model to
predict the lifetime of a routing path based on the random walk model. Nodes are
roamed in a hexagonal cellular system. A routing path is regarded as a sequence
of vectors (states), each representing one wireless link. The sequence of states is
then considered a stochastic process. In [5] statistical techniques are used to de-
rive distance estimates between nodes without using any sort of distance measuring
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hardware. The relationship between the density of the nodes, the number of hops
separating two nodes, and the distance between these two nodes is investigated, for
one and two dimensions. Nodes are placed according to a planar Poisson process,
and there is no mobility in this model. A closed formula is provided for the one di-
mension, and a recursive method yielding an approximation for the two dimension.
In [6] the length of a two dimensional random walk with non uniform step length is
derived and applied to a cinephotomicrographic analysis of human cell movement.
The movement is first observed in absence, and then in presence of external forces.
In [7] an approach to support random walks that uniquely converge to application
desired node visitation probability distributions is investigated. The random walks
of Zong et al. are built on the Metropolis-Hastings algorithm. They have derived
analytical bounds for the convergence time on P2P networks, proven that for the
convergence-guaranteed random walks the only required state at each node consists
of the network degree and visitation probability of its direct neighbors and then
they presented the effectiveness of random walks in realistic applications. Alagar
in [8] shows how the distribution between random points can be found when the
points are chosen uniformly and independently in a hypersphere or in two adjacent
unit squares, by using the Crofton technique. In MANETS frequent path changes
due to node mobility, wireless propagation effects etc result to partially connected
networks. [2] and [9] study the intermediate forwarding vs the source forwarding
when there is no end to end connectivity. Assuming that an alternate route is avail-
able immediately when the end-to-end path fails, and if the length of the alternate
route is stochastically monotonic in the length of the primary route, then interme-
diate forwarding stochastically dominates end-to-end forwarding. [10] introduces
a stochastic model to characterize the delay incurred by message in a mobile ad
hoc network. The probability distribution function is obtained for the number of
copies of the message at the time the message is delivered for two protocols: the
two hop and the unrestricted multicopy protocol. In [1] a closed form of equation
is provided for the computation of the probability that two nodes initially being in
distance x are also k- hop neighbors. Nodes in this model are uniformly distributed
in a square area and are not mobile. We follow the same reasoning, but apply it in
a grid topology where nodes perform random walk.

2.3 Thesis Outline

In the next chapter we present the background information that the reader needs
in order to understand the Floyd-Warshall Algorithm, and the metrics used for our
model (taxicab distance and hopcount). The fourth chapter describes the model
analysis and the implementation. Finally in the last chapter we present the results
and we conclude the thesis.



Chapter 3

Background Information

In this chapter we firstly present information about the Floyd-Warshall algorithm
we use to calculate the shortest path and the monte carlo simulations. Furthermore
we describe the two metrics we use in our network to evaluate the two forwarding
mechanisms, along with some information about the coverage and the node degree
of each node. Finally we explain our approach of the problem presenting the four
different distributions that we are interested in.

3.1 Floyd-Warshall Algorithm

Each node in our network maintains an adjacency matrix. We need an efficient
Breadth First Search algorithm to provide as with the shortest paths from each node
to every other node and thus we chose Floyd Warshall algorithm. An advantage
of the Floyd-Warshall algorithm is its simplicity, which is particularly appealing
if the input graph is represented by an adjacency matrix. A consequence of this
simplicity is a small constant factor hidden in the big-Theta of the ©(n?®) running
time where n is the number of vertices in the graph. A big advantage the Floyd-
Warshall algorithm has over the Breadth First Search based algorithm is that it also
works for weighted graphs. In comparison to Dijkstra (Depth First Search), which
only gives us the shortest path from one source to the targets, Floyd-Warshall gives
us the shortest paths from all sources to all target nodes. Other uses for Floyd-
Warshall are to find connectivity in a graph (known as the Transitive Closure of
a graph). After running the algorithm on the adjacency matrix, the element at
adjli][j] represents the length of the shortest path from node i to node j. Below we
present the pseudo-code for the algorithm:

for (k = 1 to n)
for (i = 1 to n)
for (j = 1 to n)
adjl[il[j] = min(adjl[il[j], adjlil k] + adjlkI[j1);
end
end
end

[4] argues that if packets are routed along shortest paths from source to destination
robustness is weakened, because each node is crucial and cannot easily be replaced
in case it moves out or the vicinity of its neighbors. However, we still use the
shortest path routing because it is a well known and well defined metric that is easy
to use. By allowing multiple nodes to be at the exact same place on the grid, we
decrease the importance of each node, but the problem mentioned in [4] remains.

13
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3.2 Monte Carlo Simulations

Numerical methods that are known as Monte Carlo methods can be described as
statistical simulation methods, where statistical simulation is defined in quite gen-
eral terms to be any method that utilizes sequences of random numbers to perform
the simulation [11]. As mentioned in [12] (last checked on 26th of July 2010) in
many applications of Monte Carlo, the physical process is simulated directly, and
there is no need to even write down the differential equations that describe the be-
havior of the system. The only requirement is that the physical (or mathematical)
system be described by probability density functions (PDFs). Once the PDF's of the
system are known, the Monte Carlo simulation can proceed by random sampling
from the PDFs. Many simulations are then performed (multiple trials or histories)
and the desired result is taken as an average over the number of observations (which
may be a single observation or perhaps millions of observations). In many practi-
cal applications, one can predict the statistical error (the variance) in this average
result, and hence an estimate of the number of Monte Carlo trials that are needed
to achieve a given error.

Below we present briefly the major components of a Monte Carlo method. These
components comprise the foundation of most Monte Carlo applications. An under-
standing of these major components provides a sound foundation to construct our
own Monte Carlo method. The primary components of a Monte Carlo simulation
method include the following:

e Probability distribution functions (PDFs)given that the physical (or mathe-
matical) system must be described by a set of PDFs.

e Random number generator a source of random numbers uniformly distributed
on the unit interval must be available.

e Sampling rule a prescription for sampling from the specified PDF's, assuming
the availability of random numbers on the unit interval, must be given.

e Scoring (or tallying); the outcomes must be accumulated into overall tallies
or scores for the quantities of interest.

e Error estimation; an estimate of the statistical error (variance) as a function
of the number of trials and other quantities must be determined.

e Variance reduction techniques; methods for reducing the variance in the esti-
mated solution to reduce the computational time for Monte Carlo simulation.

3.3 Hop Count

In our approach, we chose to analyze how the hop count and the distance of two
nodes are related. Thus the metrics used are the hop count and the taxicab distance
of every pair of nodes.

When two nodes of an ad hoc network try to communicate, their messages have to
be relayed from a number of intermediate nodes. Depending on the application and
its needs, the chosen path should fulfill different requirements, such as minimum
energy consumed, minimum interference, minimum delay, etc. The Floyd-Warshall
algorithm that we used calculates the shortest path between two nodes after every
time slot. Given that the nodes move at every time slot the path can vary between
consecutive slots as the algorithm always finds the best possible route. The number
of hops from the source node to the destination is referred to as hopcount. If the
source is at the exact same position with the destination, then their hop distance
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is one, because the message has to be transmitted once over the wireless channel to
reach the destination.

3.4 Taxicab Distance

The latter metric used, is the taxicab distance between nodes. The Taxicab Geom-
etry is used by taxicabs in an ideal city with a rectangular grid of streets. Distance
is measured not as a virtual line connecting two points, but as a taxicab drives.
Hence the distance between two locations is the sum of the vertical and the hor-
izontal distances between them, rather than the Euclidean distance given by the
Pythagorean Theorem. In contrast to the hop count metric, if two nodes are at the
exact same position, their taxicab distance is zero. It is irrelevant whether there
are intermediate nodes between source and destination pair. Since each node has
only four options for its next position, the taxicab distance between two nodes is
discrete and easy to calculate. Supposing that their initial distance is d and given
that each node moves one grid unit per slot, towards one of the four directions of
the grid, then their distance after one time slot can get one of the following values
with certain probability:

d(t) +2
dt+1) = thg ,
t —

Note that each possible option is not equiprobable and depends on whether the
nodes are in the same line or not, as we will show in the Markov chain analysis that
follows.

3.5 Coverage and Node Degree

Coverage is defined as the number of times that the area is covered by all nodes of
the network. Each node can cover a circle area, centered at its position, with radius
R. Hence, in case of an internal node (not close to the borders of the grid, such as
B in fig. 3.1) the area covered is equal to

Einternal =TT" R2 (31)

while, in case of a border node (such as A or C), the area depends on its exact
position, subtracting the circular sector that is out of our grid as depicted in figure
3.1. A node that its area exceeds two borders of the grid, is considered a special
case, and handled accordingly. Our algorithm can be used for nodes that take any
arbitrary position in an area, and not only in the case of a grid. The coverage is
given by the formula

(N -7 R?)
72
and is in accordance with the results from simulations. It takes positive values,
and a value greater than 7 means that the area covered by the nodes overlaps.
Node degree is related with the coverage (NodeDegree = Coverage — 1), because
if each node has k neighbors in average, then this means that the part of the area
covered by these k nodes overlaps, and thus it is counted k times. If this happens
with every node, then the whole area will be covered k times. The results from
the simulations match the theoretical ones with a small deviation of order 1%,
due to the border effect. But when the node degree of only the internal nodes is
measured, then it matches with the formula. Nodes in the border don’t have the

C = (3.2)
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Figure 3.1: Three possible positions of nodes in the grid

same neighbors as the internal ones, due to the smaller area that they cover. Thus,
their node degree is smaller than it would be if they were internal, decreasing the
average node degree. A simple rule-of-thumb formula for the node degree is

(N=1) 7 R?)

D= 2 (3.3)
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3.6 Approach

To study the problem described in previous section, we focus on a network consist-
ing of N nodes, uniformly distributed in an area L*L. If the nodes are less than
R distance away, they are considered to be neighbors or otherwise stated, their
transmission and reception range is a circle centered in their position with radius R
meters. The nodes are allowed to move on a grid, with a fixed step towards any of
the four directions (equiprobable) for a number of timeslots 7. Given any vertex of
the grid which represents the current location of a host, the host will move to the
four neighboring vertices in the next time unit with equal probabilities (1/4). This
describes our discrete time random walk model. In the case of the border nodes,
if they choose to move out of the limit of the area, they are reflected towards the
opposite direction.

Nodes communicate with each other either directly, if one is in the vicinity of the
other, or through other nodes, forming a multihop path. The intermediate nodes
forward the packets to the node that is closer to the destination.

To make sure that nodes remain uniformly distributed at each time slot, we
observed that each node was moving almost the same number of times towards
all four possible directions, and that similar number of nodes have been to each
coordinate (z and y). We use Floyd Warshall algorithm to find the shortest path
between source and destination, which also provides us the next node in that path
that will forward the packets. A single execution of the algorithm will find the
shortest paths between all pairs of vertices.

We perform simulations in Matlab version R2008a, varying the value of N, L, R
and we observe the average node degree over time, the coverage of the area, and we
calculate four types of probabilities. In each time slot, the coordinates of each node
are updated, creating a new topology.

Below we describe the four probabilities that we are interested in:

Hop Count Given Hop Count At first, for all the k-hop neighbors in the initial
topology we observe how many hops away they are, after one, two, three,
up to 5 time slots. In the appendix ( 6.1, 6.2, 6.3) the bar chart depicts
the probability of k-hop connectivity among the nodes that were two-hop
neighbors in the previous time slot. Since there are N nodes in the topology,
two nodes would be disconnected if they needed more than N hops to reach
each other. Since most of the probable hop numbers are lower than ten, the
bar chart would not be explicit if the x-axis maximum was N. Hence, we
shifted this number of hops, to a number of hops with zero probability and
more specifically in this figure 0-hop neighbors represent the disconnected
nodes.

Taxicab Distance Given Taxicab Distance Furthermore, we observe how the
taxicab distance between nodes changes after one time slot. Namely, we ran-
domly choose a pair of nodes that have a taxicab distance of h and measure
their distance. Then, by monitoring them and every other pair of nodes that
are at the same distance over time, we find the possible Taxicab distances
that these nodes can have in the next time slot, and the percentage of nodes
that have each possible distance. In 6.4, 6.5, 6.6, 6.7, the z-coordinate of
each point represents the distance that was observed, and the y-coordinate,
how likely it is to happen. This is a taxicab probability for the next time slot,
conditioned on the taxicab distance of the current time slot.

Taxicab Distance Given Hop Count As a next step, with the two following
probabilities we try to find how the number of hops and the taxicab distance
of a pair of nodes are related. Thus, we find all the pairs of the topology that
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are k-hop neighbors and measure their taxicab distance after one time slot.
In the produced figures 6.8 and 6.13 in the appendix, the z-coordinate of
each point represents the possible taxicab distance between two nodes that
were previously k-hop neighbors, and the y-coordinate is the probability cor-
responding to that distance. This is a taxicab probability for the next time
slot, conditioned on hopcount of the current time slot.

Hop Count Given Taxicab Distance For the last probability of this section, we
find nodes in our topology that are a specific taxicab distance away from each
other at the current time slot, and check how many hops away they are at the
next time slot. This probability is depicted in figures 6.14 and 6.17. This is
a hopcount probability for the next time slot, conditioned on the current time
slot.

Topology plot
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Figure 3.2: Topology plot N=1000, L=400
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Implementation

In this chapter we will explain in more details how we computed the aforementioned
conditional probabilities, and how we evaluate the results. In our topology we have
N nodes that constantly move in the grid with a step of one grid unit per time. The
range of each node is one grid unit. We are interested in all the pairs of nodes that
at the current time slot fulfill a condition of either hop count or taxicab distance.

4.1 Conditional Probability of hop count given
hop count

The first distribution of hop count is formed from pairs that have a specific hop
count at the current time slot. Assuming that we want to find the distribution
of hop count between pairs that currently have one intermediate node, we will go
through all the pairs in the topology, choose the ones that have one intermediate
node, and then observe how this count changes in the next time slot. If we keep
track of them for more than one time slot, then we end up with the subplots depicted
below in figure 4.1. Here we need to note that we don’t scan our topology only once
at the beginning of the simulation for pairs to match the requirements, but instead,
after each simulation round, we perform that check again and if pairs match the
condition of the hop count, they are also observed over time. The data gathered are
stored in a three dimensional table (hop count), because we need to have indices
for the time slot, the current hop count and the next hop count. Thus, if hop
count(t+3,h,h’)=K then this means that 3 time slots after the beginning of the
simulation, there are K per cent of the pairs fulfilling the condition that have hop
count h’ and that at time ¢ they had hop count h.

In order to have an explicit chart, we have shifted the disconnected nodes to a
value that can never have non zero probability. Thus the bar at x=-1 represents
the nodes that there is no path between them.

In figure 4.1 we present the probability Pr(h]h=3), for 5 consecutive time slots,
one for each subplot. Hence the first subplot depicts the distribution after one time
slot, the second one refers to the distribution as it is after two time slots and so on.
As we can see in figure, when looking at the first subplot the percentage of pairs
that are at hop count 5 at the next time slot, given the fact that they were initially
at hop count 3, is approximately 25%.

Another fact that we observe is that there are only odd values in this figure. This
makes sense if we consider that given an odd number as the initial hop count, we
can find another hop count for the new position of the nodes to form a loop. This
loop can only have an even number of edges and it is the sum of the initial hop
count plus the new value of the hop count. Thus, if we know that the initial one is

19
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Figure 4.1: Hop count distribution, initial hop count 3
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Figure 4.2: Hop count distribution, initial hop count 2

odd then the next one will have to be odd again. Similar is the case with an even
initial value, as the sum of two even numbers remains even. This can be verified
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by figure 4.2. Another reason that justifies the existence of only odd values in the
figure is the lattice. For example, lets observe figure 4.3. Nodes A and B have an
initial hopcount shown by the red line of 3 hops. In the next time slot, assuming
that they are still connected, the set of possible hop counts can be the following: 1,
3,5, 7,..., 2L-1. These values are obtained by examining the different combinations
of the nodes’ next positions.

<

/

T

Figure 4.3: Lattice with two nodes in odd hopcount

For example nodes A and B will be only one hop count away in the case that node
A moves right (or down) and node B up or left. Higher hop count values are also
possible because nodes might be connected over a longer path, such as the green
line for example. Even in this case the number of hops will still be odd because the
produced path will always consist of the direct line between A and B increased by
2 hops, 4, 6, 8, ... 2*k, where k is any value in [1,L).

Another point we need to notice here, is the fact that when two nodes are located
at the exact same position they are still one hop away. In figure 4.2 we can see
that although the initial value is even namely 2, then the value of I hop count is
also possible despite being an odd number. This happens due to the fact that if
two nodes are initially at a hop count of two (which means they are at a maximum
taxicab distance of two), then in the next time slot they can be at the same position.
But as stated before two nodes at the same position have hop count equal to 1. This
option remains in the next time slots as we can see in the same figure.

More bar charts can be found in the appendix.

As we observe in the bar charts, the most likely value of the hop count between
pairs in the next time slots, remains the value of hop count that they initially had.

This means that if a node was initially close in terms of hops to another one, then
it is more likely that it will remain close. Otherwise, the next more likely option is
the greater value for the hop count as we can see in 4.2 and 4.1.

For larger initial paths (h>5), it is obvious in the relevant figures in the appendix,
that it is more likely to have a link failure after a few time slots.

4.2  Conditional Probability of taxicab distance
given taxicab distance

Here, we examine the physical distance of the nodes. The metric we use is the
taxicab distance, namely the sum of the difference between the coordinates of the
two nodes (|x; — x2| + |y1 — y=2|). For example if the coordinates of two nodes are
(3,1) and (4,10) then their distance is 1+9=10. In this case, if two nodes are at the
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same position then their taxicab distance is 0, in contrast to the hop count which
cannot take this value. The condition we observe here, is the initial taxicab distance
of nodes. Assuming we are interested in nodes that have initial taxicab distance of
2 units we follow the procedure described in the previous subsection and get the
distribution of pairs for the next time slots.

If the initial taxicab distance is even (odd), it will remain even (odd). This
happens due to the fact that both nodes move by one step at every time slot, thus
increasing or decreasing their distance by zero units if they move towards the same
direction, or by two units in any other case. This also explains the fact that at
the first subplot we will always observe only three possible values for the distance
between two nodes (apart from the case where nodes are at the same position, thus
their distance cannot decrease). The data is stored again in similar table, with
indices for the current distance, the future one, and the time slot. Some results are
shown in 4.4. The maximum value of the taxicab distance between two nodes is
L+L.
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Figure 4.4: Taxicab distribution, initial taxicab distance 0

As we observe in the figure for two nodes that are initially at the same position,
it is more likely that they will be further away after a few time slots, namely at a
taxicab distance of 2 or 4 units after 5 time slots.

4.3 Conditional Probability of taxicab distance
given hop count

In this section we observe the distribution of the pairs that will be at a taxicab
distance conditioning on hop count in the current time slot. Hence, we search for
the pairs that are at hop count h in the current time slot, and then we monitor
their taxicab distance during the next few time slots, as we did in the two previous
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sections.
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Figure 4.5: Taxicab distribution, initial hop count 4

Figure 4.5 depicts the distribution of taxicab distance of pairs in the next time
slots, conditioning on their current hop count which is 4. From this figure we derive
the information that it is more likely that nodes will have a taxicab distance of 4 in
the next time slots. Floyd Warshall provides the shortest path between nodes. This
is at the same time the maximum taxicab distance between these nodes. Thus the
information that two nodes are currently 4 hops away, reveals that their maximum
distance in the next time slot can be 6, as we can confirm from the 4.5. This also
explains why we observe only even possible taxicab distances given that the two
nodes are an even number of hops away. In the last sub-chart, after 5 time slots,
we notice that the distribution is smoother than the previous time slot.

When nodes are one hop away, they can either be at the same position having
zero taxicab distance, or have a taxicab distance of one. We can observe this in
figure 4.6. First of all, one time slot later, there are no possible values larger that 3.
Then, we have two cases in the same chart. One case consists of the even distances
0 and 2 and the other one of the odd distances 1 and 3. In our topology, it seems
more likely for nodes to be at different positions in the next time slot given that
their hop count is one now. If we observe the chart in the next time slots, it is clear
that the bars with higher probability belong to the case that the nodes are not at
the same position initially.

4.4  Conditional Probability of hop count given
taxicab distance

The last distribution that we observe concerns the hop count of pairs that were
initially at a given taxicab distance. In this case if the nodes are at the same
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Figure 4.6: Taxicab distribution, initial hop count 1

position at t=0, their hop count is one, and at t=1 their hop count can take every
possible even value up to the number of nodes in our topology. The reason for this
result is that the taxicab distance provides the minimum number of hops between
two nodes, but the upper limit for the possible values of the hop count is in the order
of the number of nodes. For example if two nodes are at taxicab distance of two,
packets will be forwarded at least two times until they reach the destination. For
the worst case we can say that there might exist a path consisting of N-1 nodes until
the destination is reached. Otherwise the nodes will be disconnected. In figure 4.7
we see that the pairs that are at taxicab distance of one unit, will most probable be
at one hop count away in the next time slot, but in the next time slots, it becomes
more likely that the path between them will grow up to 3 hops. The possible values
of the hop count for nodes that are at a taxicab distance of 3 can be larger than 17,
yielding the volatility of the network.

The bar at the negative part of the x-axis represents the percentage of the dis-
connected pairs. From figure 4.7 is obvious that while two nodes are only one grid
unit away now and communicating directly, in the next time slot it is likely that
they lose contact.

Another thing we should note is that if nodes are at taxicab distance 2, the
allowed values of hop count for the time following slots should remain even, for the
same reason that we explained in the previous sections. However, in figure 4.8 we
see that an odd value has non zero probability. This is due to the fact that nodes
at the same position are one hop away.
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4.5 Taxicab Analysis

In our model we used the taxicab metric to measure the distance between node
pairs. Let’s assume we have two nodes that move constantly according to our
mobility model. Then their distance changes over time with the property that the
value of it in the next time slot depends only upon the value that the distance has
in the current time slot. In other words there is no memory in the way that the
taxicab metric denoted as D in 4.16 evolves over time. This is also described by
the formula

Pr[D(t+1)|D(t), D(t — 1),...,D(1)] = Pr[D(t + 1)|D(¢)] (4.1)

Since the node distribution is uniform, and remains uniform during all time slots
of a random walk, the difference of the coordinates (Y7 —Ya, X7 — X5) is also uniform
over time [13]. Having in mind these two properties i.e. no memory over time and
uniform distribution of nodes, we use Markov Theory to model this metric. In the
chain of figure 4.9, each state represents the taxicab distance between any pair of
nodes. The states are connected if the transition probability between them is not
Zero.

2 5 S5 5p

Figure 4.9: Markov chain for taxicab distance

We observe that when the taxicab distance between two nodes is even in the
current time slot, then its next value can only be even as well, and when its initial
value is odd, then the next value will be only odd. This is explained by taxicab
geometry, the mobility model that we have adopted. Both nodes move every time
slot, which means that the difference in the x- and y- coordinates of a pair of nodes
if changed, will be increased or decreased by two units.

4.5.1 State Probabilities

Since every odd state is connected only with odd states, and each even state is
connected only with even states, we have a reducible Markov chain. Hence, we are
allowed to split the initial chain into two separate ones, which are more simple to
analyze. Thus, we end up with two non-reducible Markov chains, which we analyze
both in the same way as follows.
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Using Markov theory, we calculate the state probabilities using the set of equa-
tions for the equilibrium probability pg.

At first, we examine the chain with the even states as depicted in figure 4.10.
Since the maximum distance D of two nodes is 2 L, the last state will always be an
even number, so D must be included in this chain. Furthermore, let us denote every
transition from state i towards larger distance as r;, and every transition from state
i towards smaller distance as s;. The probability of two nodes being in distance 1,
which is interpreted as being in state i, is denoted as P;. Accordingly, let

P; = lim Py(t) (4.2)

@h_f_, Oﬁ

52

Figure 4.10: Even subset of states for taxicab distance

Then, we have the following system of equations that apply to the chain with the
even states

To‘P():SQ'PQ (43)

2 - Poj = 82542 - Pojio (4.4)

for j> 1

From the above two equations, we observe that it is easy to write every state
probability with respect to the first state probability Py. Thus, we have

Pajio =125 Paj/s2j42 (4.5)

According to the flow conservation relation, there is one more requirement, that
the sum of all the state probabilities must be equal to one. Hence,

1=FPy+ P+ .. +PD

T T T TD—
=P+ P —+Po L2y 4p 2222
So 84 S 54 SD
ro T rp_
:po.[1+7+—-—+...+—0-—2...~ D=2 (4.7)
So So 84 So 84 SD
(D-2)/2

1+ H T2k

32k+2
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1
Py = [1+E+E.Q+._.+%_%...._%]
(D— , (4.8)
1 4 2k
H 52k+2
Consequently, for the general state probability we obtain
(D-2)/2
T2k
Poo=Py- [ 2] (4.9)
koo S2k+2
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Figure 4.11: Odd subset of states for taxicab distance

Accordingly, if we apply the same set of equations to the chain with the odd
states, as shown in figure 4.11 we will get for j> 0

1 P1 — 83 - P3 (410)

r2j4+1 - Pojt1 = 8243 - Pojt3 (4.11)

According to the flow conservation relation, there is one more requirement, that
the sum of all the state probabilities must be equal to one. Hence,

i

Popy1 =1 (4.12)
0

S
Il

1=P+P;+..4+Pp_

r o rpD_
—P 4P 7+P1 1«—3+...+P1-—1~—3...« D=3
S3 S3 S5 SD—1
ror r TD—
:P1~[1+—+—1~—3+ QUL e (4.13)
S3 S3  Ss S3 S5 SD—1
(D-4)/2
7'2k+1
[+
H 32k+3
1
Pl T T T L T3 TD_3
R i R T
(D—-1),2 (4.14)

1+ H 7"2k+1

32k+3
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Consequently, for the general state probability we obtain

(D=4)/2
Py =r- [ 22 (4.15)
E—0 S2k+3

4.5.2 Transition Probabilities

The transition probabilities between each state, are easy to calculate if we consider
that each node has 4 possible directions to move. Since we examine how a pair
of nodes moves each time, we have 16 different combinations of motions. Some of
these combinations lead to the same taxicab distance between the two nodes. If
the initial distance of the nodes is more than 1, there can be multiple positions on
grid yielding the same distance, and each one affects the results of the combinations
in a different way. For example two nodes in initial taxicab distance D=2, can
be collinear, or not. If we examine the two cases separately, we will see that the
probabilities of going to the states 0 and / are different. After calculating all
the possible positions of the pair of nodes on the grid that yield the same taxicab
distance, and the relevant combinations of motions, the transition matrix is filled
as follows for a network consisted of N nodes in a square grid of length L:

The table below shows the transition probabilities in case that the two nodes are
collinear.

4/16 0 12/16 0 0 0 0 0 0
0 9/16 0 7/16 0 0 0 0 0

1/16 0 8/16 0 7/16 .. 0 0 0 0
0 1/16 0 8/16 0 7/16 0 0 0
o 0 1/16 0 8/16 0 7/16 0 0
0 0 0 .. 1/16 0 8/16 0 7/16 0
0 0 1/16 0 8/16 0 7/16 0 0
0 0 0 .. 1/16 0 8/16 0 7/16 0
0 0 0O 0 0 0 12/16 0 4/16

If the two nodes are not collinear, but their coordinates differ by one, either this
is true for Dx, or Dy or for both of them, then we have another transition matrix,
which is the product of the two following tables. The first one provides the number
of different initial position of nodes that fulfill the aforementioned condition, and
the latter provides the probabilities calculated the same way as before.

NN = OO

cow:

0

Here we need to note that if the two nodes are initially in the same position, or at
distance 1, they are considered to be collinear, and thus this case is included in the
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previous transition matrix. Each line of the table represents their initial distance.
As long as this distance is smaller than the dimension of the grid, then there are
only two ways that the condition Dz=1 or Dy=1 can be met. Either

Dx=I-1

Dy=1or

Dx=1

Dy=I-1

If the distance between the pair of nodes is larger than the dimension of the grid
plus one (D>L+1), then this condition can no longer be met, so the table is filled
with zeros.

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
2/16 0 10/16 0 4/16 0 .. 0 0 0
0 3/16 0 9/16 0 4/16 0 .. 0 0
0 0 3/16 0 9/16 0 4/16 0 0
0 0 0 3/16 0 9/16 0 4/16 .. 0
0 0 0 0 3/16 0 9/16 .. 0 0
0 0 0 .. 3/16 0 9/16 0 4/16 0
0 0 0 . 0 3/16 0 9/16 0 4/16

It is clear that in the above transition matrix, there can be only three non zero
values per line, as the distance can either be increased or decreased by two, or stay
the same.

The following two tables, examine the remaining cases, for the initial positions
of the nodes on the grid. The first of the following tables, represents the number
of different initial positions of nodes on the grid for this specific case. As long as
the initial taxicab distance D is less than the dimension L of the grid, then there
are D-3 different positions that all yield the same transition probabilities described
in the latter table. For the cases that the distance is 6 this rule does not hold. If
the distance is larger than the grid dimension, then the number of combinations is
given by the formula 2L-D, where D is the corresponding line in the table.

Ul TN H OO OO
Tl TN OO OO

|
w

-3
L-3 .. L-3
2L -1 ... 2L-1

2L -1 ... 2L—1
The following table includes the transition probabilities for the case described
above.
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o0 0o ©O0O 0O 0 0 0 0 0
o0 0o ©O0O 0O 0 0 0 0 0
o0 0o ©O0O 0O 0 0 0 0 0
o0 0 O 0O 0 0 0 0 0
0 0 4/16 0 8/16 0 4/16 0 0
0 0 0 4/16 0 8/16 0 4/16 .. 0
0O 0 0 0 4/16 0 816 .. 0 0
0 0 0 4/16 0 8/16 0 4/16 0
00 0 .. 0 4/16 0 8/16 0 4/16

In order to take into consideration all the different cases, we suggest to take
a weight average of the transition probabilities, using as weight, the number of
combinations for each case.
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4.6 Hop count Analysis

In this project, we observe the hop count between different pairs of nodes, and
how this metric evolves over time. When two nodes not directly connected to each
other want to communicate, some intermediate nodes will forward the packets to
the destination. The number of times that the packets will be transmitted until
they are received by the destination, is equal to the hop count. Since every node
moves, this number will change between consecutive time slots whenever nodes move
outside the range of their former neighbors. The value of hop count in the next time
slot, can be predicted with a certain probability, with knowledge only of the current
value of it.

PrlH(t + V)|H(t), H(t — 1), ..., H(1)] = PrlH(t + 1)|H(t)] (4.16)

In the two-dimensional random walk mobility model each node moves as a random
walker on a two-dimensional lattice. The time is discrete and at each time step each
node has a probability of 1/4 of hopping to a position above, below, left or right of its
current position. If the node is positioned on a boundary, then instead of hopping off
the lattice it is reflected towards the opposite direction. The stationary distribution
of the location of a two-dimensional random walk on a square lattice is uniform over
the area. This property is a consequence of the fact that a two dimensional random
walk can be constructed from two independent one-dimensional random walk, and
the stationary location of a symmetric random walk in one-dimension is uniform.

Using Markov theory to analyze the way that this metric changes between the
possible values is very complicated. The Markov chain in figure 4.12 represents all
the states of the hop count and as we can see, every odd state is connected to every
other odd state, and the same holds for even states. In contrast to the taxicab
analysis, here the chain cannot be reduced or separated, as the first state is part of
both odd and even subsets of the chain.

Thus, our analysis is continued in a different way. At first, we proceed as [1]
with the difference that nodes move on a grid. Lets assume two nodes are 2-hop
neighbors, this means that they don’t have a direct link between each other but
can communicate through at least one intermediate node. Therefore at least one
intermediate node must be at the marked area (the circles define the coverage area
of each node) in figure 4.13 to preserve connectivity between nodes s, d. In our
topology, nodes are placed only on vertices of a grid, and are uniformly distributed
during all time slots since they perform random walk. Hence, instead of an area A
as shown in the figure 4.13, we have a number of vertices where at least one node
must be. In this section, we are interested in estimating the distribution of the hop
count in the future time slots, given the current hop count, or the current taxicab
distance. If we know the current distance of the two nodes, then, from the taxicab
analysis presented in previous section we can estimate the future taxicab distance of
this pair (Prtaxicab(t+1)|taxicab(t)). Consequently, we know a lower limit of how
many intermediate nodes are needed to keep the two nodes connected (combinatory
problem). In a grid of area L * L, and N nodes, assuming that we can replace each
node back to the set after using it, the following formula gives us the probability of
having one node at the exact vertex that we need it to be:

Prfi] = ( v ) - (LiL)H(M)_l (4.17)

The steps we described so far, are summarized below for two nodes A and B:
1. We get informed about the current distance of A, B

2. We estimate their distance at time t+1, through the distribution of Pr(taxicab(t+1)|taxicab(t))
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SH,2

Figure 4.12: Markov chain for hop count metric

3. We estimate the probability Pr(hop(t+1)|taxicab(t+1))

4. We calculate the probability that each node of the new route will be at the
correct place with replacement

To be more specific, in case of short length paths, we can calculate the number of
all possible paths that exist between a pair of nodes, and then find the probability
that a node can be at each intermediate point so to have a connected path. Thus,
if we denote the hop count at the next time slot as H’, and the taxicab distance at
the next time slot as taxicab’, then for paths of different length we can argue the
following:

e Given that taxicab’=0, P[H'=1]=1 deterministically for reasons that we have
mentioned in previous chapters.

e Given that taxicab’=1, Pr[H’=1]=1, because the range of each node is equal
to one grid unit, so nodes can communicate directly.

e Given that taxicab’=2, we have

PriH =2] = < Jf ) -(LiL)1 (4.18)

or
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Pr{H = 4] = < v ) .(LiL)3 (4.19)
PriH =6 = < Jf ) '(LTlL)S (4.20)

because as we already explained the nodes that are at even taxicab distance,
will have an even number of hop count as well.

e Given that taxicab’=3, we have

Pr[H’zs}:( ) )-(LiL)Q (4.21)
Pr[H =5] = < ]I[ ) -(ﬁ)4 (4.22)

At this point we note that we don’t count all the possible paths between two
nodes, but instead, we stop at a path of 6 hops. Furthermore, we have observed
that if the nodes are collinear, then some routes are not possible. However, if the
grid is sufficiently large, the ratio of collinear nodes to non collinear, tends to zero,
which leads to the conclusion that we can take ignore the collinear case.

This analysis can also be used for cellular networks, [4], with some variations.
In such networks, where nodes are in a hexagonal area, each node has 6 neighbors,
and six equiprobable options for its next position (1/6 probability for each option).
Moreover,

d(t) +2
d(t) +1
dit+1) =14 d(t)
() — 1
d(t) — 2

Although such cellular networks have many common properties with the mobile
networks that we analyze in this thesis, further and more explicit analysis of such
networks is left for future work.
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Conclusion

In this chapter we conclude the project thesis and state the future work that remains
after our contribution.

5.1 Conclusion

Throughout this project we used a grid topology where nodes could perform random
walk on the vertices of it to investigate the two forwarding schemes. This decision
made the analysis feasible and the simulation results easier to understand. In order
to come to compare the performance of source forwarding versus that of intermediate
forwarding we use two metrics; the taxicab distance and the hop count metric.

We present four different distributions, that stem from four conditional proba-
bilities which we analyze in chapter 3.6 and explain them in the relevant figures.
The results show that there is a characteristic value for all initial states (either the
state refers to hop count value or to taxicab distance) and both longer and shorter
distances tend to this value.

Intermediate forwarding seems very promising as it performs better in terms of
saving resources and time, but in order to deploy it, we need to have control of the
routers of each network. This could be one of the reasons justifying why it is not
applied yet.

5.2 Future Work

Some topics relevant with this project remain open for further investigation. As
such we mention the analytical work which supports our simulations. It is very
difficult to build a model for this kind of networks, even in the most simple case
of grid. We suggest an approach using Markov theory for grid topology. Such an
approach can be used for continuous time and space variables, but we leave this
open for future work.

Furthermore, nodes in our model perform random walk. In a more realistic
scenario nodes could follow a different routing protocol according to a social network.

35
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Chapter 6

Appendix
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Figure 6.1: Hop count distribution, initial hop count 2
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Figure 6.3: Hop count distribution, initial hop count 5
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Figure 6.7: Hop count distribution, initial taxicab distance 6
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Figure 6.9: Taxicab distribution, initial hop count 2
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Figure 6.10: Taxicab distribution, initial hop count 3
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Figure 6.11: Taxicab distribution, initial hop count 4
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Figure 6.15: Hop count distribution, initial taxicab distance 2
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