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Abstract

Wireless Communication increasingly influences several aspects of our. As the frequency
spectrum is limited for the popular technologies IEEE 802.15.4 and IEEE 802.11.x a huge
effort is spent on routing, rate selection, handover, or jamming detection. Such algo-
rithms heavily depend fast and accurate link quality estimation. In this thesis we show
the strength and weaknesses of state of the art link quality estimation. By using the
capabilities of software defined radio, we define a new link quality estimation approach
based on chip errors per symbol (CEPS) for direct sequence spread spectrum transceivers
represented by an IEEE 802.15.4 implementation. The new link quality estimator is eval-
uated on different link conditions, including multi-path, mobile and jamming scenarios.
We show that the CEPS link quality estimator performs more accurate than received sig-
nal strength based estimators and much faster than the packet statistic based estimators
by decreasing only slightly in accuracy.

Drahtlose Kommunikation nimmt mehr und mehr Einfluss auf verschiedene Aspekte un-
seres Lebens. Da das Frequenzspektrum fur beliebte Technologien wie IEEE 802.15.4
und IEEE 802.11.z begrenzt sind wird viel Aufwand fir Routing, Wahl der Ubertra-
gungsrate, Zuganspunktibergabe oder Stérerkennung betrieben. Solche Algorithmen sind
stark von schneller und praziser Einschatzung der Kanal Qualitit (LQE) abhdangig. Die
vorliegende Arbeit zeigt die Starken und Schwdichen von LQE auf dem Stand der Tech-
nik. Wir verwenden software definierten Funk um einen neuen LQFE Ansatz basierend auf
Chip Fehlern pro Symbol (CEPS) fir DSSS Empfinger zu definieren, welcher auf einer
Implementation von IEEE 802.15.4 umgesetzt wird. Der neue LQE wird in verschiede-
nen Kanalbedingungen inklusive Mehrpfad-, beweglichen und Storszenarien evaluiert.
Dabei zeigen wir, dass der CEPS LQE genauer als Schatzer basierend auf Signalstirke
und schneller als Schdtzer welche mit Packet Statistiken arbeiten, bei gleichzitig nur
geringer Finbusse an Genauigkeit.
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Introduction

1.1 Motivation

Smartphone statistics of IDC’s Worldwide Quarterly Mobile Phone Tracker for Q4 2010
[1] state that for the first time ever smartphone sales exceeded the PC sales. At the
same time Wireless Sensor Networks (WSN) become more and more omnipresent in
area monitoring or in machine health monitoring in industry.

Such a development brings us closer to the internet of things and ubiquitous computing,
but at the same time, the frequency spectrum is limited and therefore its efficient use and
distribution is paramount. In the recent past, wireless technologies like IEEE 802.15.4
for sensors or IEEE 802.11x in WLAN networks have gained tremendous popularity. To
coordinate all the communicating devices we try to improve the performance of rout-
ing, rate selection, handover or jamming detection algorithms. For the algorithms to
make the right decisions, they heavily depend on link quality estimators. Link quality
estimation is a fundamental problem of such algorithms and common available imple-
mentations often do not suite the given application and given environmental conditions.
However, estimating the effective link quality in real-life wireless networks is quite a chal-
lenging tasks given the unpredictable and location-sensitive nature of wireless channels.
Instability of links and connectivity in low power WSNs has so far been regarded as a
difficult problem that existing routing algorithms try their utmost to avoid. Therefore,
research has mainly focused on link quality estimation and routing techniques [2-5],
which identify and utilize consistently high quality links for packet forwarding. This
only makes sense when we assume a static setup, without moving nodes and changes in
the environment. Links of intermediate quality (packet reception rate between 10% and
90%) are ignored to ensure routing stability and to attain high ent to end reliability.
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Studies like [6] have shown that these intermidiate quality links are bursty i.e., they fre-
quently switch between stable and unstable peroids of transmission for a limited amount
of time or a small number of consecutive packets. Existing techniques that rely on on
the received signal strength [7] are relatively fast but not accurate in mobile environ-
ments with signal fading and interference. Active packet probing techniques are better
with this regard but require much more time and produce more overhead, which is not
suitable when we imagine a handover scenario of a mobile node.

In order to fully exploit the fact, that modern sensor carrying devices like smartphones
have several different radio chips installed. Another part of research devoted itself to
the field of cognitive radios (CR) [8]. It is useful to visualize a CR as a software de-
fined radio (SDR) operating under the control of an intelligent software packet called
a cognitive engine. The cognitive engine includes a set of algorithms that perform the
sensing, learning, optimization and adaption control of the CR. You can think of the
cognitive engine as continually adjusting the parameters of the SDR, observing the re-
sults and taking actions to move the radio toward some desired operational state while
learning in the process. We will partly adapt this concept for link quality estimation by
adjusting parameters and observing results of a software defined radio to find new ways
of describing link quality.

1.2 Goals

The goal of this thesis is to develop a new wireless link quality estimator that manages
to quickly and accurately estimate the achievable link performance in mobile networking
environments. In particular we are interested in estimating the probability that a packet
may successfully be received at the receiver. To achieve a rapid estimation, we explore
the feasibility to model this probability using measurements from the chip errors at the
physical layer. Chips are the smallest unit of transmitted data and represent bits of
information in in a direct sequence spread spectrum. We will explore IEEE 802.15.4
communication where four bits (one symbol) are represented as a sequence of 32 chips.
Since many more chips are sent than packets per time unit, we expect a huge increase
in time for the estimation of the probability of packet errors due to the much larger
sampling size of the wireless channel. Ideally, we will be able to estimate accurately the
probability of successful delivery based on just a few bits at the packet’s physical layer
preamble. A general challenge in estimating the probability of successful packet delivery
in wireless networks is to find a model that is accurate across the full range of delivery
probabilities between 0% and 100 % PRR in different environments. Therefore, we take
special care in developing a model that produces a more accurate and less ambiguous
estmation of the PRR. We will define the estimator in a fahion that it is robust to
different environment including multi-path fading, environments with node mobility, and
networks with possible interference/jamming. The model will be empirically validated
for different scenarios.
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1.3 Thesis Structure

The reminder of this thesis is compiled the following way. Chapter 2 gives an overview
of currently used link quality metrics and estimators. Points out their strengths and
weaknesses. In Chapter 3 we present the characteristics of the IEEE 802.15.4 communi-
cation standard in service for example in ZigBee applications. Chapter 4 we introduce
the concept of software defined radios the used GNU Radio USRP2 platform to con-
duct our experiments and the UCLA ZigBee Project implementing IEEE 802.15.4 on
this platform. We use this setup in Chapter5 to explore the capabilities such a software
defined radio provides to link quality estimation. Based on these observations, we define
new metrics and models to express link quality in Chapter 6. In Chapter 7 we compare
our new model to established link quality estimators. All findings will be concluded and
an outlook of future work left to do will be provided in the final chapter.
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Link Quality Estimation

In wireless communication, interference, multi-path effects, harsh environment condi-
tions have a huge impact on the correct signal propagation. Interference is caused when
simultaneous transmissions are done by near operating wireless networks sharing the
same transmission channel. Multi-path effects consist in signals absorption, attenua-
tion, reflection and scattering when hurting obstacles, smooth and rough surfaces and
were often found where wireless sensors are distributed. The more power we apply to
signal, the more resilient it will be against these communication hurdles. However, in
Wireless Sensor Networks and because of stringent cost and energy constraints, sensor
nodes are limited by a low-power radio transceiver which emits very low power signals.
Therefore, while propagating though the wireless medium, these signals are too weak
to be uphold against unwanted modifications. Consequently and comparing to other
wireless networks, the quality of radio links found in wireless sensor networks experi-
ences erratic variation over time and space making the communication over them very
unreliable. Different goals for optimization on several platforms and application lead
to numerous studies [9-19] increasing the knowledge about radio link unreliabilities by
trying to grasp their particular characteristics. We evaluate the results of this related
work on link quality estimation. We divide it by first presenting characteristics, metrics
and estimators based on Signal Power measurement implemented most of the time in
hardware directly on a radio chip. In the following section we analyze the gained insights
of studies concentrating on different interpretations of packet statistics detected in some
networks. In this section we show as well higher layer estimators which combine several
information building hybrid link quality estimators.
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2.1 Estimators based on Signal Power

Almost every theoretical wireless channel model is based on the SNR. Recent sophisti-
cated studies [20] present for example an analytical formula for predicting Packet Error
rate in Wireless networks where convolutional codes are used jointly with Viterbi de-
coder over an AWGN channel. Their approach was based on a precise analysis of the
error process at the output of the Viterbi decoder. This formula was shown to pre-
cisely predict the PER as a function of convolutional code parameter and SNR over the
AWGN channel. The authors expand their model to the case of fading channel under
block fading hypothesis in [21]. Although these models do not cover the whole scope of a
hardware realization, a logical first step in Link quality estimation is measuring the signal
strength of a transmission as a basic indicator. In modern radio chips as the CC2420 [22]
signal power is represented by the Received Signal Strength Indicator (RSSI). The char-
acteristics of such metrics involve problems to the SNR based theoretical models. Such
characteristics include

¢ Non-Isotropic Connectivity: The Received Signal Strength Indicator varies
continuously when incrementally changing of the propagation direction from the
sender [13]. This irregularity is presented in Figure 2.1 This variablility leads to
non isotropic packet reception ratio (PRR) which means that the PRR does not
have the same value in all directions from the source.

e Transitional Region: Wireless sensor network protocols are often evaluated
through simulations that make simplifying assumptions about the link layer. Sev-
eral empirical studies [4,12,23] have questioned the validity of these assumptions.
These studies have revealed the existence of three distinct reception regions in a
wireless link: connected, transitional, and disconnected. The transitional region
is often quite significant in size, and is generally characterized by high-variance in
reception rates and asymmetric connectivity. Particularly, in dense deployments
such as those envisioned for sensor networks, a large number of the links in the
network (even higher than 50%) can be unreliable due to the transitional region.

2.1.1 Metrics
The following metrics based on signal power are often used to assess link quality.

e RSSI: Acronym of the Received Signal Strength Indicator, RSSI is read from
an 8 bit register in the radio chip. For Zigbee Application the CC2420 [22] radio
chip from chipcon is often integrated in the sensor. Its RSSI Acquisition starts
by sampling the signal strength over the first 8 symbols following the start frame
delimiter (SFD) which marks the end of the synchronization symbols of the re-
ceived packet. The measured values are averaged and stored in reserved register
RSSIyyAL. RSSI can provide a quick estimate of whether a downlink is in the
connected region or not, as shown for example in [24].
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e LQI: Abbreviation of Link Quality Indicator. LQI is not directly dependent on
signal power but it is provided by hardware as the CC2420 as well. CC2420 LQI
indicates the average correlation value of the 8 first symbols of the received PHY
header. The data sheet does not mention the exact algorithm. Some researchers
argue that the LQI is more relative to PRR than RSSI [25]. But most of these
studies give different conclusions. The correlation coefficient between LQI to PRR
varies a lot in these studies [15,25]. Hence, the trustworthiness of the LQI is at
least unclear.

e SNR: Signal to Noise Ratio or sometimes SIR for Signal to Interference Ratio is
the most used link quality metric in theoretical channel modeling. In practice it
is measured using oscilloscopes or for the case of hardware providing RSSI values,
one measures the RSSI between packet transmissions to provide a value for the
noise and therefore being able to compute the current SNR as extensively described
in [26].

2.1.2 Discussion

Such mostly hardware generated link quality metrics allow a quick estimation of link
quality, but is in practice limited to differentiate between a high quality link and ev-
erything else. So the interesting links in the transitional region are left out. There is a
general belief in the Wireless Sensor Network community that the RSSI is a bad esti-
mator of the link quality. This belief is due to the existence of many asymmetry links
in older radios such as CC1000 and TR1000. Newer radios are based on IEEE 802.15.4
standard such as CC2420 implement another parameter called LQI which is believed to
be a better indicator than RSSI. Srninivasan et al. has conducted an evaluation of these
claims in [7]. Their preliminary results indicate that RSSI for a given link has very small
variation over time for a link. The results also indicate that when the RSSI is above
the the sensitivity threshold (in their case -87 dBm) the packet reception rate (PRR)
is at least 85%. Around this sensitivity threshold , however, the PRR is not correlated
possibly due to varioation in local phenomena such as noise. LQI, on the other hand
varies over a wieder range voer time for a given link. However, the mean LQI computed
over many packets has a better correlation with PRR.

2.2 Estimators based on Packet Statistics

Due to the unreliability of signal power based link quality estimation, a lot of higher layer
application rely on metrics based on packet statistics. We introduce some of these metrics
and present different realizations of existing estimators either based on single metric or
hybrid estimators, using several metrics and combining knowledge of the physical, MAC
and transport layer.
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2.2.1 Metrics

Packet statistic based metrics all count in some way how many packets of the totally
transmitted ones are received successfully. It is called packet success rate (PSR), packet
delivery ratio (PDR), packet error rate (PER) or packet reception rate (PRR). We will
use the PRR to describe the basic packet statistic in the reminder of this thesis and as
main expression of end to end link quality as the more packets are successfully received,
the more information is exchanged at the end of the day.

e PRR: Packet Reception Ratio (PRR) is defined as the number of successfully
received packets over the number of sent packets . the number of sent packets
is the sum of received and lost packets. The receiver infers the losses in packet
reception by tracking the sequence numbers and counting gabs between them.
PRR estimates are computed for each window of w received packets, as follows:

_ Number of received packets

PRR(w) =

Number of sent packets

2.2.2 Single Metric Estimators

Simple link quality estimators rely only on a single metric similar to a modified PRR,
three well known examples are WMEWMA, ETX and RNP presented below.

1. WMEWMA [10]: Acronym of Window Mean Exponential Weighted Moving
Average, WMEWMA uses a Exponential Weighted Moving Average (EWMA)
filter to combine recently and previously PRR computed estimates. We say that
WMEWMA smooths PRR estimates in order to provide a transient fluctuations
resistant metric. The EWMA filter is a function that gives greater or lower weight
to more recent measurements and exponentially decreases respectively increases
the weight of older ones. The rate of the decrease is governed by a smoothing
factor a which ranges between 0 and 1. WMEWMA is calculated as follows:

WMEWMA =a x WMEWMA + (1 —a) x PRR.

2. ETX [27]: the Expected Transmission Count (ETX) approximates the required
number of retransmissions to successfully deliver a packet. ETX takes into account
link asymmetry by estimating the uplink quality from the sender to the receiver,
denoted as PRR,,;,, as well as the downlink quality from the receiver to the sender,
denoted as PRRjo,n. The values are generated by flooding estimation beacons
throughout the network. By combining PRR,, and PRR g, ETX provides an
estimation of the bidirectional link quality, expressed as follows:

1

ETX =
PRRgouwn x PRRy,
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3. RNP [28]: RNP counts the required number of packet transmissions and re-
transmissions before a successful reception. This metric is computed for each w
transmitted and retransmitted packets defined as follows.

_ Number of transmitted and retransmitted packets

RNP(w) = —1

number of successfully received packets

The number of successfully sent packets is determined by the sender as the number
of acknowledged packets.

2.2.3 Hybrid Estimators

Hybrid estimators combine several metrics to cope with weaknesses of a single metric.
They use for example sent and received traffic, combine physical and higher layer infor-
mation to evaluate link quality. We present three examples the Fourbit Estimator, the
Fuzzy Link Quality Estimator and the Triangle metric.

1. Fourbit [2]: Fourbit provides information, as the name implies in the form of
four bits 1 from the physical, 1 from the link layer and 2 from the network layer.
The physical layer can provide a rough measure of whether a link might be of high
quality, enabling a link estimator to avoid spending effort on marginal or bad links.
Once the estimator has gauged the quality of a link, the network layer can in turn
decide which links are valuable for routing and which are not. The Fourbit esti-
mator is an estimator computed at the sender node and approximates the packet
retransmissions count based on statistics collected from received and sent pack-
ets. In fact based on wgyyn received packets, the node computes the WMEWMA
estimate and derives an approximation of the RNP denoted as est ET X joun.-

1

estET Xdown =  rEWATA

Further, the sender computes RNP, denoted as estETX,,, based on w,, trans-
mitted and retransmitted data packets to the receiver. Finally, Fourbit combines
both estET Xy, and est ET X 4oy, metrics via the EWMA filter in order to obtain
an estimate of the bidirectional link expressed as follows:

FourBit(a,w) = a x FourBit+ (1 — a) x estETX
Where est E'T'X corresponds to est BT Xy, or est BT X g4, accordingly.

2. FLQE [29]: The Fuzzy Link Quality Estimator, a recently proposed estimator,
combines four link quality properties namely packet delivery (SPRR), asymmetry
level (ASL), stability factor (SF), and channel quality quantified by SNR (ASNR).
SPRR defines the capacity of the link to successfully deliver data, ASL represents
the difference in connectivity between the uplink and the downlink, SF quantifies
the variability level of of the link and the ASNR reflects the degree of noise in the
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Figure 2.2: FLQE Membership Functions [29]

communication channel. Each of these properties are defined as a fuzzy variable.
The overall quality of the link is traduced in a fuzzy rule:

IF the link has high packet delivery AND low asymmetry AND high stability AND
high channel quality THEN it has high quality

The above rule is translated to the equation below:

w(i) = B * min(usprr(i), pasc(i), psr(i), pasnr(i))
+(1 = B) * mean(usprr(i), hasL(i), usr(i), pasnr(i))

where:psprr(i), nasr(i), usr(i) and pasygr(i) are the membership functions of
the fuzzy variables. the definition of these functions is displayed in Figure 2.2.

Finally, FLQE uses a EWMA filter to smooth its estimates as follows:

FLQE(w) =ax FLQE + (1 — a) * 100 * p(7)

3. Triangle Metric [30]: The Triangle metric is a metric that combines geo-
metrically the information of PRR, LQI and SNR into a robust estimator that
guarantees fast and reliable assessment of link quality. The geometric combination
is presented in Figure 2.3. The formal description of the triangle metric is the
following: let us assume that n packets are used to sample the channel and m of
those packets are successfully received (0 < m < n). The LQI and SNR of each
successfully received packet i are denoted by lgi; and snr;. Upon reception of the
sampling packets the receiver calculates the window mean SNR and LQI in the
following way:

QI = =t ik (2.1)
n

SNT, = 2ek=1 Sk (2.2)
n

Then, the receiver calculates the distance to the origin (length of the hypotenuse):

dp = \/ SNR,’ +LOIL,
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The result of studies conducted by the inventors show that the triangle metric
provides a quick and reliable estimation with as few as 10 packets and that it
performs well both in static and dynamic environments.

In comparative simulation study of link quality estimators [31], it has been argued that
although RSSI, LQI and SNR have the advantage of not requiring additional computa-
tional overhead, they are judged as not sufficient to characterize the holistic link quality
link quality as they are measured uniquely based on the first 8 symbols of a received
packet and not the whole packet. Packet statistic based estimators mostly implemented
in software enable to count or approximate either the packet reception ratio (PRR) or
the average number of packet transmissions and retransmissions (RNP) before its suc-
cessful reception. The problem is that these estimators need a long history to be precise
and perform well for pointing out high quality links, leaving the potential of links in the
transitional region aside. A summary of all presented link quality estimators can be seen
in Table 2.1
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Metric Software/Hardware | Location | Direction
RSSI Hardware Receiver downlink
LQI Hardware Receiver downlink
SNR Hardware Receiver downlink
Triangle Metric Hybrid Receiver downlink
WMEWMA Software Receiver downlink
ETX Software Receiver | bidirectional
FLQE Hybrid Receiver | bidirectional
RNP Software Sender uplink
Fourbit mainly Software Hybrid | bidirectional

Table 2.1: Summary of LQE characteristics
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[EEE 802.15.4

The IEEE 802.15.4 standard [32] defined the physical and MAC layers for a LR-WPAN.
Its main goal was to create a low data rate protocol for low power applications. The
Zigbee Alliance built this on top of the IEEE 802.15.4 protocol by further defining the
higher layers of the stack and releasing the Zigbee protocol.

3.1 IEEE 802.15.4 Standard

The TEEE 802.15.4 standard supports 2 different network topologies that are useful for
a wireless network: the star topology or the peer-to-peer topology. In the star topology
a single node is selected to be the Personal Area Network (PAN) coordinator. All other
nodes associated with the network must communicate through the coordinator. The
PAN coordinator may be a node with more computing resources and may be mains
powered. The participating nodes are likely to be battery powered. Such a setup would
be useful in home automation applications where there is a central control point. In the
peer-to-peer topology any node can communicate with any neighboring nodes within
reception range. There is still a PAN coordinator, but the peer-to-peer model allows
for more complicated mesh network topologies. A peer-to-peer mesh would be useful
in more spread out environments, such as industrial production, inventory tracking etc.
Three bands are defined for the IEEE 802.15.4 band:

e 868 MHz (Europe)
e 915 MHz (North America)
e 2.4 GHz (World-wide)
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| i

(b0 bl bz b3) 0“1 --- %30 31
0 0000 11011001110000110101001000101110
1 1000 11101101100111000011010100100010
2 0100 00101110110110011100001101010010
3 1100 00100010111011011001110000110101
4 0010 01010010001011101101100111000011
5 1010 00110101001000101110110110011100
6 0110 11000011010100100010111011011001
7 1110 10011100001101010010001011101101
8 0001 10001100100101100000011101111011
9 1001 10111000110010010110000001110111
10 0101 01111011100011001001011000000111
11 1101 01110111101110001100100101100000
12 0011 00000111011110111000110010010110
13 1011 01100000011101111011100011001001
14 0111 10010110000001110111101110001100
15 1111 11001001011000000111011110111000

Figure 3.1: IEEE 802.15.4 symbol to chipsequence conversion

Different frequency regulations mean idfferent bands are available in different geograph-
ical location. The 2.4 GHz IEEE 802.15.4 band has seen major develpment as it is
availabel world-wide. We will use this band in the experiments conducted in this thesis.
The 2.4 GHz band contains 16 channels that start at the channel number 11 and ent at
the channel number 26. The channel numbers 0 to 10 are allocatet to the 868 and 915
MHz bands. Channels are spaced 5 MHz apart with a spectral window of 2 MHz. The
center frequency of each channel number £ is definded as follows:

F.(k) = 2405+ 5(k — 11)MHz,V € 11,...,26

In the 2.4 GHz band, data is transmitted at a rate of 250 kbit/s. Transmitted data is
first converted into 4 bit data symbols, which are then spread according to a predefined
spreading sequence to a 32-bit chip sequence at a rate of 2 MChips/s. The different
spreadign sequences are listed in Figure 3.1. The chipping sequence is then modulated
using Offset-Quadrature Phase Shift Keying (O-QPSK) and the resulting signal is sent
out centered at the channel frequency. A Physical Protocol Data unit (PPDU) frame is
structured as in Figure 3.2. Within the PPDU there is a synchronization header, a frame
length field and then the MAC Protocol Data Unit (MPDU). The frame length field is
composed of 7 bits, meaning that IEEE 802.15.4 packets have a maximum MPDU size
of 127 bytes. The MPDU contains the Frame Control Field (FCF), sequence number,
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Bytes: 2 1 0to20 n 2
Frame Dafa Frame Check
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Control Field | Sequence : Frame payload Sequence
Layer {FGF) e Information (FCS)
MAC Header (MHR) MAC Payload MAC Footer
(MFR)
Bytes: 4 1 1 5+ (010 20)+n
PHY Preamble b ol
Layer Sequence (SFD) Length (MPDU)
Synchronisation Header PHY Header PHY Service Data Unit
(SHR) (PHR) (PSDU)

11+(0t020)+n

PHY Protocol Data Unit
(PPDU)

Figure 3.2: Frame Layout of an IEEE 802.15.4 Packet

address field, frame payload, and finally the Frame Check Sequence (FCS). The fields
before the payload contain metadata regarding the contents of the payload. The FCS is
an important first check in ensuring the integrity of the data. Protocols higher up in the
stack may make extra checks for data integrity, but at the lower level it is implemented
as the 16-bit CRC checksum of the MPDU.

3.2 ZigBee

The Zigbee Alliance [33] aims to create interoperable products for home and industrial
use. With a built in Zigbee device these products can transmit sensor data, sensor
health, commands, or updates wirelessly. By following the Zigbee standard, devices from
different manufacturers will be able to inter-operate. One example involving ZigBee
Technology is a home control center [34]. The center console aggregates sensor data
of room illumination, humidity, temperature and air movement. Using the gathered
data, the home control system can automatically control the lights, blinds, and air
conditioning to optimize the home environment. This could be used in future energy-
efficient homes and buildings where rooms are kept at optimal lighting and temperature
with the minimal amount of recources
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GNU Radio IEEE 802.15.4 SDR

There is an open time scale gap in link quality estimation between signal power based
estimation computed directly on the hardware radio chip and packet statistic based
estimators. The signal power based are defined over 8 symbols on our reference chip
C(C2420 and the packet statistic based estimators start being useful from a 10 packet
history onwards. GnuRadio is a software defined radio realization capable of collecting
more information from a received packet due to the fact that usually on hardware im-
plemented signal processing can be observed as it is implemented in software, allowing
us to find a new approach on link quality estimation. We first introduce the concept of
Software defined radios and continue to present the IEEE 802.15.4 implementation on
the GnuRadio platform using a USRP2 hardware radio frontend.

4.1 Software Defined Radio

A Software Defined Radio (SDR) is a radio in which some or the entire physical layer
funtions are software defined. SDR attempts to create a flexible platform by using
software instead of traditional hardware to perform operations on signals. The ideal
SDR platform would use as little hardware as possible and let the software deal with all
of the signal processing [35]. An ideal receiver might have just an antenna connected to
an ADC. Samples would then be read from the ADC and software would handle all the
signal processing. Using Software to process signals might use much more computational
power than implemeted on an ASIC but offers other benefits. Software is quick to compile
and load, which gives iterative development a much higher cycle rate. Researchers and
developers who are looking to experiment with different filter applications can quickly
prototype solutions and have real world results using a SDR. Software that is developed
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for signal processing can easily be shared and adapted by others allowing new projects to
build upon existing code. This code sharing is easily demonstrated by the GNU Radio
community, where the main part of the SDR implementation of this thesis is build
from. SDR has advantages to manufacturers bexause they only need to produce and
support one hardware platform which can cut development cost. For service proveiders
using SDR, they can quickly update and change their network with only slight hardware
changes. Fnd users of SDR products will be able to communicate efficiently and have
the most up to date features without having to buy a new hardware platform each time.
The additional observation perspectives to signal processing provided by the concept of
SDR promise new approaches to link quality estimation.

4.2 1IEEE 802.15.4 Implementation on GNU Radio USRP2
Platform

In order to find new approaches to link quality estimation we use a setup consisting of
a GNU Radio SDR running on a notebook computer connected to th new version of
the Universal Software Radio Peripheral (USRP2), where a RFX2400 daughterboard is
installed which can deal with the 2.4 GHz frequency band of IEEE802.15.4. On top of
it we run a modified version of the UCLA ZigBee [36,37] code.

4.2.1 GNU Radio

As the definition on GNU Radio’s official web site [38], ”‘GNU Radio is a free software
development toolkit that provides the signal processing runtime and processing blocks
to implement software radios using readily-available, low-cost external RF hardware and
commodity processors.”’” Examples of GNU radio applications are decoding HD'TV pic-
tures, receiving and sending AM/FM broadcast radio, and there is support for some
simple modulation schemes like AM/FM/PSK. A different project has implemented a
IEEE 802.11b receiver capable of receiving low data rate transmission and another a
GMSK receiver able to communicate with certain satellites. To achieve such applica-
tions GNU Radio provides simple signal processing blocks written in C++. By using
SWIG (Simplified Wrapper and Interface Generator), an interface an interface compiler
which allows integrating C/C++ into scripting languages, GNU Radio provides a sim-
ple interface to the signal processing blocks from Python scripting language. Using the
power of this scripting language, signal processing blocks are simply connected and can
run at native speed without interpretation. Currently GNU Radio operates on streamed
date. Newer packet based communication portocols would be better suited if processed
in a packetized manner, which is one of the next development goals of GNU Radio. We
use the current version 3.2 which is available in a stable release for Ubuntu 9.04 Jaunty
or later.



4.2. 1IEEE 802.15.4 IMPLEMENTATION ON GNU RADIO USRP2 PLATFORM 21

USRP 2
FPGA
T e i o e 1
sD ! In-Phase i
Card = Low High ]! ADG
— 4~ Raie |=— Rate + 14 - bit -
| Filter T
ARtD : HBF HBF | ! 100 MS/s
T Quadere
: p— Low High | ADC
+ Eiltar -4+ Rate -%+— Rate -t 14 - hit -I—|
¥ ; HBF HBF 100 MS/s
[Fost Joto! oo [+t Mot [* T T | T | epnebon
i In-Phase : — I
1
e Low High |1 DAC
* Cier [™ FRate = Rate L— 16-Dil
i HBF HBF |! 100 MS/s
b o o o i A R R A e -
Quadrature :
T Low High | DAC
- Filter = Rate == Rate i 16 - bit
HEF HBF |: 100 MS/s

Figure 4.1: Block diagram of a USRP2

4.2.2 USRP2

GNU Radio by itself is not very useful since it still needs some hardware to interface to
real world systems. GNU Radio therefore supports several different hardware platforms
including soundcards and multiple different FR frontends to recdeive different frequency
bands of the RF spectrum. The most commonly used one is the Universal Softare Radio
Peripheral (USRP) or the more recent USRP2. Matt Ettus [39] developed the origninal
USRP which was meant to be a simple and flexible platform for software radios. It
contains ADCs,DACs and a FPGA which can be programmed to do some basic signal
processing and is used to implement the Digital Down Converter (DDC) block. The ac-
tual radio frequency (RF) frontend is represented by installable daughterboards capable
of tuning to different bands depending on the daughterboard used. A daughterboard
downconverts a signal to an intermediate Frequency (IF) that the ADC can handle. In
our setup we use the RFX2400 which is set for frequencies from 2.25 GHz to 2.9 GHz.
The USRP2 is a more powerful version of the USRP. Due to the similar design, it is still
compatible with the original daughterboards. USRP2 includes ADCs capable of 14-bit
100 MS/s conversion as well as 16-bit DAC’s at 400 MS/s. The best improvement is
the connection between the USRP2 and the GNU Radio running host PC implemented
as a Gigabit Ethernet (GigE) link instead of the USB 2.0 link available for the old
USRP. GigE has a maximum transfer rate of 125 MB/s equivalent to 30 MS/s. Thus
the USRP2 has a sampling windwo maximum of 25MHz when using a decimation rate
of 4. An overview of the components in the USRP2 is shown in Figure 77
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Figure 4.2: GnuRadio IEEE 802.15.4 Demodulation [36]

4.2.3 UCLA ZigBee Project

The setup of a USRP2 and the GNU Radio software still is not capable of transmitting
IEEE 802.15.4 data. The UCLA Zigbee project initiated by Thomas Schmid [36] imple-
ments the missing signal processing blocks necessary for modulating and demodulating
the corresponding signals.

¢ Demodulation: An overview of the demodulation process is given in Figure 4.2.
IEEE 802.15.4 as mentioned earlier uses O-QPSK modulation. J. Notor Notor
et al describes in [40] describes an easy way to demodulate a O-QPSK signal
non-coherently to be a Low IF Receiver which actually implements a MSK demod-
ulator, but since O-QPSK with half sine puls shapes and MSK are the same, this
will work. First, the data comes from the USRP2 into a squelch filter, which can be
configured to let pass only signals which have a vertain dB strength. This avoids
unnecessary attempts to decode noise and allows to computer to idle between ac-
tive communication. The squelch filter passes the signal into the FM demodulator
,which decodes the MSK signal. It is followed by a block recovery block, which
implementas a Mueller and Miiller discrete time error-tracking synchronizer. The
synchronizer outputs the chipsequences ready for slicing. Physical frame detection
and decoding the whole MPDU with the help or the packet length field is imple-
mented in the packet sink C++ object. Once a complete MPDU is found, it is
added to a message queue. An external python thread is observing the message
queue in the packet sink. As soon as there are messages in the queue, the thread
starts to process the MPDU further. In our latest experiment for example we pass
the necessary content to a UDP/IP application.

e Modulation: On the sender side we need a baseband signal fed into the USRP2.
Therefore, a ”‘O-QPSK Modulator with Half-Sine Shaping”’ is implemented. Fig-
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Figure 4.3: Block schema of of the modulator implemented in GNU Radio [36]

ure 4.3 shows an overview of the necessary signal processing blocks. Before the
data stream can be modulated, it needs to be spread with the correct spreading
sequence. First the python application puts the messages in a packet source queue.
From there, the packet source generates a stream of bytes which are sent into the
IEEE802.15.4 Modulation block. This block first translates the bytes into chips by
spreading the byte sequence according to the IEEE 802.15.4 protocol DSSS defi-
nition. For each byte, it takes first the least significant 4-bit block and spreads it
with the 32-bit spreading sequence. Then, it takes the most significant 4-bit block
and spreads it again. This sequence of 64 bit is then sent to the next block as two
unsigned 32 bit integers. The next block, ”*Chips to Symbols”’ translates the inte-
gers to a an other sequence of integers where each bit in the integer is represented
as a 0 or 1 integer, i.e., from one integer input we generate 32 output integers. The
block processes the most significant bit of each integer first. Once we have the 0/1
integers, we translate them to the constellation, i.e., we map 0 to -1 and 1 to 1.
The stream of -1 and 1 is then fed into the QPSK modulator which outputs the
complex baseband QPSK signal with half-sine pulse shaping. To finally generate
the O-QPSK signal we pass the complex baseband signal through a Q-Phase delay
which delays the Q-Phase by two samples.
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Exploration of SDR Capabilities for Link Quality
Estimation

The survey on strengths and weaknesses of current link quality estimators has proven
that there is still room for optimization in the dimensions of speed and accuracy. In
summary, quick and agile link estimators like hardware provided signal strength mea-
surements namely RSSI or LQI only use 8 symbols to deliver an estimate but lack
accuracy, especially in complex channel conditions. On the other side, packet statistic
based estimators such as ETX or WMEWMA can be very reliable in estimating static
links but use a history of at least ten packets to be precise. Taking into account the ca-
pabilities of software defined radios, we start to explore possible new approaches to link
quality estimation analyzing the behavior of metrics to collect during the demodulation
process. We introduce five basic scenarios to represent different link conditions. On
these scenarios we begin analyzing the characteristics of chip and symbol errors towards
their potential of estimating PRR, introduce a digital SNR as a replacement for the
unfortunately not available hardware based signal strength metrics on the USRP2. To
finish off, we take a closer look at the synchronization phase of the packets.

5.1 Experimental Scenarios

A good Link quality estimator performs well in different environments and conditions.
To get to know the capabilities of SDR in link quality estimation, we analyze chip
and symbol errors as well as our digital SNR in five different measurement scenarios
representing different link condition in which ZigBee like sensors often are distributed.
As a basic an least biased case, we include a cable connection scenario additional to the
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Figure 5.1: Setup cable connection scenario

wireless cases represented by an indoor line of sight (LOS), non line of sight (NLOS),
outdoor and a mobile scenario. All of which will be presented in detail in this chapter.
One of our goals is to find a link quality estimator which performs well throughout all
channel conditions in terms of packet reception ratio. Therefore we conducted several
measurement runs for each scenario with a modified transmitter amplitude to cover the
whole range of link qualities. One measurement run consisted of 10000 transmitted
packets of 27 bytes payload as used by Schmid in [36]. The payload consisted of a two
byte sequence number and a 25 byte random payload. The packets were transmitted on
channel 16 (2430MHz) at 250kbps, the common bit rate for IEEE802.15.4 connections.
For every run, the sender logged every sent symbol and chip sequence in the Symbol-to-
Chip block of the modified UCLA Zigbee implementation. Correspondingly, the receiver
logged on the other side every received chip sequence and resulting symbol in the Packet
Sink block as well as a bit earlier in the demodulation process the digital signal power
values where logged in the FM Demodulation block to define a digital SNR. Sender and
receiver code are executed on separate dual core notebooks which are connected to the
USRP2 hardware radio frontends through a Gigabit Ethernet Connection.

5.1.1 Attenuated Cable Connection

The first and most basic example served to get the least biased and static insights to
the behavior of our modified UCLA ZigBee implementation. Sender and Receiver were
connected by a shielded 0.5m cable and a 60dB attenuator. The basic setup is presented
in Figure 5.1.

5.1.2 Indoor Line of Sight

In Figureb.2a we see our second scenario. The second measurement series was conducted
on a simple indoor line of sight LOS connections. The cable was replaced by antennas on
the sender and receiver side. Both USRPs were placed 2m apart on the floor antennas
oriented perpendicular.
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Figure 5.2: indoor office scenarios

Figure 5.3: Outdoor measurement scenario

5.1.3 Indoor None Line of Sight

As a third scenario we placed the sender and receiver in positions offering only none
line of sight connections. A mixture of metal cupboards and concrete pillars blocked the
LOS between the two antennas as shown in Figure 5.2b.

5.1.4 Outdoor

Wireless sensors are often placed outdoors to monitor one or several environmental
variables. So our fourth scenario takes place outdoors. The sender and receiver are
therefore placed on a wall 4.5m apart presented in Figure 5.3. The measurement series
took place at about 10° Celsius which did not influence the performance of the devices
in service.

5.1.5 Outdoor Mobile

To represent a faster changing channel condition we introduce a fifth measurement sce-
nario where we force a change of the channel condition by moving the sender around,
as we could imagine by sensors worn on body and transmitting collected information to
available base stations. The SDR setup including the notebook as well as the USRP2 is
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Figure 5.4: mobile measurement scenario

not so easy to move around as the USRP2 needs to be constantly connected to the mains
supply. As schematically displayed in Figure 5.4 we placed all the necessary devices of
our IEEE802.15.4 sender on a tray and moved back and forth approximately 8m passing
by the receiver each time. During one measurement run of 10000 packets we could create
20 sequences of approaching and moving away from the receiver.

5.2 Chip Errors

Provided by the vast amount of logging data, we started programming Matlab [41]
scripts to analyze the behavior of chip and symbol errors towards their correlation to
the packet reception ratio. The first difficulty was to sort the logged data on receiver
side according to the sequence number and position in packet to be able to compare
them properly to the sent chips and symbols. Especially for bad channels some of the
packets had to be discarded when there was an error in the sequence number or a lot
of errors in the synchronization process which made it impossible to determine where
one packet starts and the other one ends. Having solved all this problems due to the
incomplete log files of the low quality channels, we could start analyze the number the
position and distribution of errors occurring on chip and symbol level. We first take a
closer look at the chip errors.

5.2.1 Distribution of Chip Errors

Motivated by the study of Han et al. [42] where they analyze the position of bit errors in
IEEE802.11 packets and discover three different often occurring patterns, we transform
their concept of analysis onto the chip errors of our IEEE802.15.4 SDR implementation.
A first approach was to look at the position of chip errors in a symbol. A representative
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Figure 5.6: Chip Error Distribution in one Packet

plot of such an analysis is presented in Figure 5.5.

Observing these results over all measurement series of all scenarios we could exclude that
chips at a certain position are erroneous significantly more often. Moving up one level
we sum the chip errors of one symbol and determine if some chip sequences in a packet
show a significantly higher number of chip errors. As we see in Figure 5.6 there are some
characteristic peaks at three locations. The first two high bars are located at position of
the SFD symbols the next two at the position of the sequence numbers and the last four
represent the CRC. All these peaks are due to the way IEEE802.15.4 demodulation is
implemented in GNU Radio and do not state important information about link quality
of the wireless channel. This is explained in more detail in the symbol error section.

Therefore we zoom out once more and take a look at the summed up chip errors in a
whole packet. In Figure 5.7 we see a plot of a whole LOS measurement series. The
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Figure 5.7: Chip Error per Packet in a Measurement Series

whole run had a packet reception ration of 10 %. The bars represent the number of
chip errors in a packet. If there is no bar, no packet was successfully received. What we
observe in general is that where the white area gets more dominant the chip errors per
packet increase as well. This is to be observed in all five scenarios, so we assume that
the number of chip errors in a packet can be an indicator of current channel quality.
The few outliers of signigicantly higher chip error counts occured in packets bearing
symbol errors in the payload which results in wrong CRCs and therefore this packets
are discarded by higher layer applications.

To further assess this assumption gained observing the behavior of chip errors per packet
we averaged the local chip errors to a value representing the chip errors of one DSSS
frame which represents a symbol and compared it to the current PRR of a sliding
window of 100 packets around the one we computed the chip errors. Our assumption
was confirmed by correlation plots such as Figure 5.8 where we clearly see that the
chip errors behave linearly reciprocal to the packet reception ratio. The different colors
represent measurement runs conducted setting different transmitter amplitude values to
produce low quality channels.

Wu et. al. took a look at patterns of chip errors per symbol in [43] and used these
patterns to determine if a sensor was moving in [44]. Producing similar plots shown in
Figure 5.9, we did not observe all the same patterns they did. The biggest difference in
their approach to ours is the fact they compared their received chip sequences to a best
match sequence and not to the actual corresponding sent sequence.

5.2.2 Burstiness of Chip Errors

In [6] Srinivasan et. al. introduced the S-factor as measurement parameter of link bursti-
ness. It tries to describe if packet losses happen in bursts or almost equally distributed
based on conditional probability delivery functions. We apply their concept for our pur-
poses on chip level to determine if what is valid for packet errors also counts for chips.
An example of a conditional probability delivery function (CPDF) for chips is presented
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in Figure 5.10.

Based on these CPDFs we computed the beta factors for the measurement series and
tried to figure out, if it could be another indicator of link quality. In Figure 5.11 we
see that the chip SB-factor does not correlate in a usable way to link quality in terms of
PRR. We further tried to combine the chip S-factor with the chip errors per symbol in
each packet but found no improvement over only using chip errors per symbol as link
quality indicator.
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5.3 Symbol Errors

An abstraction level higher we observe symbol errors. One symbol representing four data
bits in our case. As for the chip errors we study the number position and distribution
of the symbol errors.

5.3.1 Distribution of Symbol Errors

In the Packet Sink signal processing block of the UCLA ZigBee implementation, we
decide for a symbol in a best match case, so only a few chip errors can already be
corrected and we therefore loose some possible useful information about link quality.
Symbol errors for a 10% PRR channel is presented in Figure 5.12. We observe that even
for such a low quality channel, symbol erros only occur sparsely. If we only consider the
payload, symbol errros are almost totally reduced due to filtering out incompleteness
during synchronization. The few outliers we see cause at the same time packet loss due
to CRC incorrectness. In comparison to the packets not even captured at the receiver
side CRC mismatch cases only contribute in the range of 1073 to the total amount of
packet loss and is therefore neglectable.

5.3.2 Burstiness of Symbol Errors

[B-factors determined based on symbol errors as a measure of link burstiness does behave
similar as it is the case for chip errors. In Figure 5.13 we have a representative summary
of the LOS scenario showing the probabilities of successfully received chips and symbols
as well as the S-factors for all three abstraction levels. What we get out of these plots
is that we see, that only the probability of chip correctness decreases according to the
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Figure 5.13: Comparison of beta-factors for different Link Qualities

channel quality. The packet level 5-factor behaves as expected and is highest for channels
in the transitional region and decreases towards the edges of perfect and broken channels.
The same does not apply for on the symbol and chip level and will therefore not be used
as an indicator for link quality.

5.4 Digital SNR

Our UCLA Zigbee Implementation intends to achieve the same IEEE802.15.4 perfor-
mance as the CC2420 radio chip [22] produced by Chipcon. In Chapter 2 we showed
that quick link quality estimation for IEEE802.15.4 based networks often rely on the
hardware provided RSSI and LQI values. Unfortunately, the current GNU Radio release
is not able to read out the RSSI value of the daughterboard card installed in the USRP2
hardware radio frontend. To have a value for comparison based on signal strength, we
create our own digital SNR from signal samples transmitted from the USRP2 to the
GNU Radio Notebook. This is done in the earliest step of demodulation at the begin-
ning of the FM Demod signal processing block specified in quadrature_demod_cf.cc. We
calculate the signal power of the received samples and log them with a corresponding
time stamp, So the analyzing Matlab scripts can assign the values to the corresponding
packets received. Through the timestamps, we are able to assign packets to their corre-
sponding signal strength values and at the same time, we can determine the noise floor
between two packets. Collecting this information, we compute our software defined SNR
in the way of [45] subtracting the current noise floor from the signal strength of each
packet. In Figure 5.14 we see displayed the behavior of our representative 10% LOS
channel used as example before. Only a slight tendency is visible for the SNR to drop
when more packets are missed, which is consistent to the observation of the transitional
region of earlier research as in [14].

Measuring this implementation specific software defined SNR we observe in Figure 5.15
how this value correlates to the PRR of a local window of 100 packets around the mea-
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Figure 5.14: SNR behavior during one measurement run

surement. As we see we could reproduce the steep characteristics of the transitional
region where the channel quality drops from perfect to broken in only a few dB. Com-
paring Figure 5.15a and Figure 5.15b we notice that for the cable connection example
on the left, we could still see some linear behavior traveling the transitional region as for
the LOS antenna connection scenario on the right we get a much more blurry result.

Applying the concept of our software defined SNR we state that it is a well chosen
replacement for real hardware provided values to be able to include knowledge of signal
strength values to model link quality estimators.

5.5 Synchronization Errors

Considering chip errors and the digital SNR provides already a lot of new insights to
link quality but is only useful assigned to a specific packet. As we have described earlier,
almost all packet losses are caused by not even being able to synchronize correctly and
not because their would be to many chip errors in a packet. So as a logical next step we
assume to get more information about channel quality by analyzing the synchronization
phase of a packet. IEEE 802.15.4 packets start with 8 zero symbols followed by the
start frame delimiter (SFD) composed the symbols 10 and 7. The implementation of
this synchronization phase is is programmed in the packet sink signal processing block
as a finite state machine . The implementation requires at least one zero symbol and the
SFD to be detected by the receiver to continue decoding received chips to symbols of the
PPDU. So we studied the logfiles more intensively during the synchronization phase and
detected two more possible link quality indicators. The first indicator is simply the chip
errors per symbol during the synchronization phase while the second indicator counts
the number of synchronization zero symbols which were successfully received. In the
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following experimental runs we logged this indicators together with a time stamp so we
could even define these indicators when packets were not successfully received and only
some symbols from the synchronization phase were received, which would be a great
advantage over packet statistic based metrics.

Correlation of chip errors per symbol compared to PRR shows similar characteristics as
it was the case for the whole payload as presented in Figure 5.16. What we could gain
using this indicator would be the additional information about packets not managing
to pass the synchronization phase successfully. The basic example plot is based on a
cable connection measurement providing static characteristics necessary to evaluate the
indicators without interference and fading effects. Looking at the correlation of the
second indicator, the number of zeros successfully received during synchronization phase
as displayed in Figure 5.17 we see our assumption confirmed that the better the channel
in terms of PRR, the more synchronization zeros are successfully received. Further
interesting is the fact that the values of this indicator cover the range from 0 to 8 as
chip errors in general are located between 0 and 2.

Unfortunately one possible advantage of analyzing the synchronization phase was not
observed during the measurements on different scenarios. Only a few indicator values
of a ratio of 1073 more compared to number of values generated by the totally received
packets could be detected even for the low quality channels. This means if the channel
conditions are well enough for at least one of the synchronization zeros to be detected
successfully, meaning being decoded below the implemented threshold of one chip error,
the whole packet is decoded successfully. For future research it would be interesting
to allow more and more errors during the synchronization phase, which could provided
more information for Link quality estimation, but produces much more demodulation
and decoding overhead where nothing is to be demodulated which would increase the
energy consumption of the receiving device.
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5.6 LQE Potential of SDR provided Information

As the synchronization phase measurements did not provide a significant improvement
over simple chip error measurement of the payload. We focus from now on the chip
errors per symbol in the payload of a packet and use the software defined digital SNR
as a comparison value for signal power. Based on the analysis of the of the presented
metric candidates mentioned in the above sections, we state the following hypothesis to
investigate.

Hypothesis 5.6.1 Analyzing the Chip Errors during the process of demodulation, the
link quality of a DSSS System can be estimated more reliable than based on Signal Power
and in less time than based on packet statistics.



New SDR Defined LQE Models

Using all the findings generated in Chapter 5, we take the values to define specific metrics
produced by the SDR in the first section. Having defined our metrics we start creating
link quality models which state how the newly defined metrics are fed into a Link Quality
Estimator are processed to inform an overlaying application about the Quality of the
Wireless link in use in the second section. The third section then is devoted to analyze
how these models perform in our experimental scenarios.

6.1 Metric Definition

The GNU Radio SDR realization of IEEE 802.15.4 provides us with additional informa-
tion about the chip error rate and a digital computation of the SNR grabbed from USRP
fed samples before they are being demodulated. This allows us to define the following
metrics.

6.1.1 Chip Errors per Symbol (CEPS)

An important step in demodulating DSSS signals is assigning the right corresponding
symbol to a received PN-sequence. This is done choosing the 'best match’ PN-sequence.
To decide which of the 16 symbols is the best match is done using a maximum likelihood
decoder (MLD). The received sequence of 32 chips R is compared to the 16 predefined
PN codes Sy, 51, ..., 515 from Figure 3.1 to find out a ¢ € 0,1, ..., 15 such that

CEPS = arg, min h(R, S;)
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where h is the hamming distance of two chip sequences (the number of positions con-
taining different chips). Given the maximum likelihood match i, we define the value of
h(R, S;) as Chip Errors per Symbol. In our initial experiment, we could even compare
R to the actually sent chip sequence due to our complete log files.

6.1.2 Digital SNR

Due to the fact, that we unfortunately cannot read the physical received signal strength
indicator (RSSI) value from the USRP2, we helped ourself by extracting a digital signal
power value out of the signal processing block quadrature_demod_cf where the demod-
ulation process of the received USRP2 samples starts. We define our digital signal to
noise ratio to be

ISNR — average signal power of a packet

noise floor around packet

So we defined two new metrics extracted from the demodulation process of the GNU
Radio IEEE 802.15.4 implementation. The digital SNR (dSNR) is a reference value
right at the beginning where the SDR starts interacting to the hardware frontend and
the Chip Errors per Symbol (CEPS) are captured just before the demodulated symbols
are fed back to the higher layer post processing.

6.2 Modeling Link Quality Estimators

Having defined the two new metrics made possible using software defined radios, we start
creating models converting the metrics into an expression which states the quality of the
analyzed radio link. As there is no paramount metric describing link quality, we model
our link quality estimators to provide an estimate of the packet reception ratio, as this
value directly correlates to how much information can be sent over a certain link. We
start modeling estimators based on the chip errors per symbol (CEPS) metric, continue
defining dSNR estimator models and finally try to combine the two metrics in a third
estimator model. To get a fair assessment of the estimation precision we use a sliding
window approach. We always let the models predict the next packet and compare this
estimation precision to the actual captured packet reception ratio.

6.2.1 CEPS based Models

First, we start modeling based on chip errors per symbol. As we have seen in Figure 5.8
the correlation of chip errors to the packet reception rate as main link quality indicator
shows nice linearity. So in a first step we create models using linear regression and
further apply a geometric approach setting a linear model in the center of the scatter
plots.
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Figure 6.1: Linear regression plots of cable and line of sight measurements

Linear Regression

According to the linear characteristics of the scatter plots in Chapter 5 a logic approach
is to perform a linear regression on the logged data. A linear regression creates model
of the following form:

PRR=mxxCEPS+ OFFSET

In Figure 6.1 we see two examples of such a linear regression. The black bullets represent
the data gained from the measurements and the blue line is the created linear model.
The method to create the model is called least-squares fit, which builds the model in a
way, that minimizes the squared errors of the model generated value compared to the
measured real world data. The consequence of this method is that in sections on the
PRR scale, where a lot of data was measured, there the model is more precise than
where the data are more sparse. This is commonly the case for good quality links as you
get more data when you receive more packets. To reduce this bias as seen in Figure 6.1b
we introduce simple geometric models circumventing to concentrate on bulky datasets.

Simple Geometric Linear Models

Linear regression is a nice way to compute models from measurement data. It is though
computationally expensive and locally biased where a more data is available. The nicely
displayed linear characteristics of the chip errors in comparison to the packet reception
ratio can directly be used to build simple geometric models drawn in the center of the
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Figure 6.2: Precision of Estimation for linear regression and simple geometric models

scatter plots. Pursuing this approach we get models of the form

PRR.st =0 , CEPS > Chiplimit

PRRest =1 — ﬂ , 0 CEPS < Chiplimit (6.1)
Chiplimat
Instead of calculating time consuming lest-square fits as it is done performing a linear
regression we only have to set the value Chiplimit according to the displayed data.
Chiplimit is the value where a simple linear model intersects to the PRR axis. An ex-
ample of the consequences choosing one or the other approach is presented in Figure 6.2
where we compare the absolutes error over the whole range of link qualities from zero to
one. The first point one observes is the fact that due to the offset the linear regression
introduces we allow an small error at the boarders only to improve the estimation pre-
cision between 0.6 and 0.9 PRR where we measured the most data. At the same time
this is the only range where the linear regression model is more precise than the simple

geometric one.

We can conclude that it is not necessary to perform a linear regression on the measured
data sets. It is sufficient to draw a simple to linear model in the center of the captured
values. This statement is further supported by the fact that for the most detailed and
fairly distributed measurement, we find the linear regression and simple geometric model
to be almost identical.

Worst Symbols Approach

Chip errors per symbol is a metric with a potential range of 0 to 32. But conducting
our experiments, we mostly only observed values from 0 to 2 even for the worst channel
quality’s (PRR < 20%). To improve this range we take a look at models only considering
the worst symbols of the payload. This means if we look at a cumulative distribution
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function of all the occuring realizations of the C EPS value in one sent packet, we take
only a percentage containing the highest values i.e. the 20% symbols containing the
most chip errors. The high value selection enables us to push the Chiplimit value
from Equation 6.1 from 1.7 to approximately 8. The deviations around the model
unfortunately stay in the same range for considering only the worst symbols. As we see
in Figure 6.3 the precision of the resulting models only marginally improved or is in some
ares of PRR link quality even worse than the computationally easy way of considering
the whole payload for estimation.

How many Symbols are needed to estimate Link Quality

So we have seen in the last subsection that extensive sorting of the received CEPS values
does not offer a substantial improvement. If we do not have to sort symbols to estimate
link quality, we can try to improve our estimator in terms of speed. We ask ourselves
how many symbols do we have to consider to get a sufficiently precise estimate of the
link quality.

To determine the influence of the number of symbols we consider for our estimator,
we took the most reliable values from the cable connection experiments and applied the
estimation model on different numbers of symbols taken at the beginning of the payload.
In Figure 6.4 we see the result of this comparison. We analyzed the influence in 20%
steps in terms of PRR link quality. It is obvious that already four symbols provide
an estimate in a range of 1% to the estimate generated considering the whole payload.
Only for the channels (0% < PRR < 20%) we see an improvement in precison of 3%.
Conclusively we can say, that data packets or beacon as small as two bytes of payload
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are sufficient to get a qualitatively good estimate of a CEPS based estimator.

6.2.2 Digital SNR based Models

The digital SNR behaves as expected similar to hardware extracted analogue counter-
part. As we see in Figure 5.15 there are large sections where the channel is either perfect
or broken. In between this two regions we have the interesting narrow transitional re-
gion which bares the biggest potential for link estimator but at the same time presents
the biggest challenge. So we again focus our estimators on the transitional region and
neglect perfect and broken links.

Linear Model

The mentioned scatter plots showing the correlation between PRR link quality and
dSNR values suggests a linear approximation of the transitional region. This leads
to continuous function similar to the membership function for the ASNR membership
function of the Fuzzy LQE [29].

PRReSt =0 y dSNR < tlower

dSNR — tiower
PRRest = o lower 5 tiower < dSNR < tupper (62)

tupper — tiower
PRRey =1 , dSNR > typper

Applying this model to the collected dSNR values we can compare the different PRR,s;
to the actual values extracted from the packet statistics. Our experiment revealed t;,er
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Figure 6.5: Comparison of estimation precision of the dSNR and CEPS models

to be 26 and typper to take the value 34. In Figure 6.5a we see that the absolute error
of the dSNR model in the reliable cable connection does not exceed 13% over the whole
range of PRR link qualities. In comparison, we see the performance on the same set of
experiments for the CEPS based model.

Logistic Function

A more sophisticated approach to define models based on our measured experiment
data is to use curve fitting with different functions. MATLAB provides the curve fitting
toolbox to create appropriate models. The available functions of the toolbox did not fit
our needs as the dSN R but even de C EPS measurements showed characteristics of the
logistic function [46] defined as

1
1 + ¢—B*(dSNR=C)

PRR = Ax

The resulting model is displayed in Figure 6.6 which pays more attention to the smooth
approaching of the perfect channel. So we can reduce the absolute error of such an
estimator in the section PRR > 0.6 but at the same time get less precise in the lower
link quality section as seen in the comparative plot of Figure 6.5b. In conclusion we see
that it is possible to create more accurate models using the potential of curve fitting. But
the additional computational load is in no relation to the small number of percentage
points we gain in only some sections of link quality. We further recognize that the two
SDR defined metrics outperform each other in different sections of link quality. Inspired
by known attempts to combine different metrics to improve overall estimation as in the
Triangle Metric [30] FourBit [2] or Fuzzy-LQE [29] we do the same using our newly
defined metrics in the next subsection.
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6.2.3 Combined Metric Models

CEPS and dSNR based link quality estimators as presented above already show reason-
able estimation precision depending on information of only one packet. We now try to
combine them to further be more equally precise over the whole range of link qualities
and at the same time avoid the spikes the single metric models produce in some places.
Based on our observations we obviously start with a linear combination of dSNR and
CEPS as both of them could be already modeled linearly individually. Remaining open
to different approaches we try a 1/x combination in a next step.

Linear Combination

The higher the dSNR value of a packet, the better the link quality. High CEPS values
mean more chip errors and indicate therefore a worse channel. To linearly combine
the two metrics, we best subtract the CEPS values of the dSNR. As both metrics are

generated using the capabilities of software defined radios, we call the combined metric
SDRLQE

SDRLQE =dSNR —mxCEPS

The scaling factor m is used to weigh the two metrics equally. In our experiments
dSNR values crossed the transitional region in 8dB while the CEPS covered a range of
2 considering the whole payload. In this case m was set to 4.

In Figure 6.7a we observe the resulting correlation between the linearly combined SDR-
LQE metric and the basic PRR link quality. The advantage of the newly defined metric
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Figure 6.7: Correlation and precision of SDRLQE

is the values now cover a wider range in narrower characteristics. To compare the es-
timation potential of the combined metric to the single metrics CEPS and dSNR we
model a linear estimator almost identical to the dSN R based one.

PRR.s&t =0 ,
SDRLQE — tiower

tupper — tlower

PRRest =1 )

SDRLQE < tlower
s tlower < SDRLQE < tuppe'r

PRR.y = (6.3)

SDRLQE > typper

What changes is simply the values of typper and tjpper. The estimation performance
for our basic data extensive cable connection case is as expected mostly better than
the single metric based models does not include any particular spikes in the whole link
quality range. Only in for the lowest link qualities (PRR < 0.2) the combined metric
looses their advantages.

1/ Combination

Looking at the correlation between dSNR and CEPS as displayed in Figure 6.8a we
get an additional idea of combining the two metrics by division as the correlation shows
a 1/x like behavior. This way we hope to extend the value range and clearly separate
between different link qualities, as it was possible by linear combination.

dSNR
1+mxCEPS

The scaling parameter m is set the same way as for the linear combination to 4. How
the metrics combined by division correlate to the basic link quality term PRR can
be observed in Figure 6.8b. We can state that the extension of the value range is
similar to the linear combination, but the spread of the values espacially in the section
above PRR > 0.5 is not as promising as the narrow distribution provided by the linear
combination.

SDRLQEgy;, =
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Comparison to Standard LQE

The next step in analyzing the possible contribution of software defined radios to link
quality estimation is to compare the estimation performance of our novel metric estima-
tors defined in Chapter 6. Through that comparison we hope to confirm our Hypothesis
5.6.1 stated at the end of Chapter 5. We start by choosing suitable competitive standard
link quality estimators from the several types introduced in Chapter 2. In the second
section we explain how we implemented the chosen estimators to appropriately work in
our experiments. The different implementations will than be evaluated and compared on
the different experimental scenarios. As a final experiment we left the lab setting of our
artificially created data streams and let the common network performance measurement
tool iperf generate traffic over our SDR setup. Additionally we run these experiments
exposed to a periodic jammer to simulate a dynamically changing environment.

7.1 Choosing Competitive Standard LQE’s

Based on the knowledge gained from the related literature studied in Chapter 2 the
capabilities of GNU Radio and the characteristic of our experiments we choose the
following set of standard link quality estimators.

o WMEWMA [10]
o ETX [27]

o RNP [2§]

e Four-Bit [2]
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Due to the fact, that the GNU Radio USRP2 platform does not provide signal power
states directly, we could only choose LQEs which are based on packet statistics. But
alternatively we use our digital SNR metric as a representa WMEWMA is LQE filter-
ing PRR values to state the quality of a link. ETX, the expected transmission count
is a receiver side metric widely distributed in wireless sensor networks and therefore
an appropriate candidate for our comparison. Sender side candidates are RNP as a
simple basic metric and Four-Bit which is the LQE actually implemented in ZigBee’s
contemporary Collection Tree Protocol (CTP) [5].

7.2 Implementing Standard Link Quality Estimators

Through our experiments on the five standard scenarios, we collected the necessary
packet statistics to generate the chosen standard link quality estimators offline. Due to
our complete logging of every sent and received packet, we know exactly which packets
have been lost and can therefore recreate the given metrics.

7.2.1 WMEWMA

The first Link Quality estimator we choose is the WMEWMA as introduced by Woo
and Culler in [10]. The value is generated in the form

WMEWMA =a x WMEWMA + (1 —a) x PRR.

The parameters were chosen to be as defined in [10] and used in a comparative simulation
study by Baccour et. al. [31]. The filter coefficient « is therefore set to 0.6 and the new
PRR fed into the filter is taken over a window of five packets.

How these values correlate in the model defining cable connection measurement we see in
Figure 7.1. We see confirmed that the W M EW M A value is directly a filtered estimate of
the PRR value, therefore the computing for further comparison is quite straight forward.

PRRwymEWMA = WMEWMA

7.2.2 ETX

Our second standard link quality estimator is ETX initially designed by Couto et.
al. [27] for the DSDV and DSR routing protocols. ETX is computed at the receiver side
the following way:

1

ETX =
PRRforward X PRRbackward
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So ETX is able to capture bidirectional issues not used in our lab experiment. Therefore
we cam set the Feedback parameter PRRpgckward t0 1. By definition in [27] the current
PRR torwara is computed over a window of w = 10 packets.

Applying the estimator to our collected traffic data we get a correlation in the form shown
in Figure 7.2 taken from the basic cable connection measurement. The characteristics of
this correlation plot confirm the 1/x relation so to compare the precision of the estimator
we take its inverse

7.2.3 RNP

RNP is the sender side counterpart of FTX. The slight difference is the generated
value, as it counts retransmissions and not total transmissions, so a perfect channel has
an RN P of 0 where the respective ET X value would be 1.

RNP — Number of transmitted and retransmitted packets 7

number of successfully received packets

The limit and window over which a current RNP is determined is set to 10 to use the
same range as for FTX and get useful short term measurements. This leads to the
correlation presented in Figure 7.3.

This correlation looks already similar to the one computed for ET X. We later realized,
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Figure 7.4: Correlation of Four-Bit values to the actual PRR

that after applying the model to estimate a PRR value based on RNP

1

P -
RRryp 1+RNP

The resulting probability values where identical to the ones set by ETX. This is due to
our experimental lab setup using a controlled one way traffic. So in performance analysis
we will only consider ET' X as reference value.

7.2.4 Four-Bit

The last standard link quality estimator we consider for our comparison is Four — Bit.
Four — Bit generates an Estimation of RN P at the receiver side, which is the interesting
one for us by filtering an estimated ETX value in the following way

1
WMEWMA

Based on a window of k, = 5 for unicast transmissions as in [2] the new estET X joun
values are computed and fed into to the EWMA filter with filter coefficient oo = 0.9

estET X gown = 1

FourBit = a x FourBit + (1 — a) X estET X goun

Through the double filtering the values are much more widespread as can be observed
in the correlation in Figure 7.4
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As Four — Bit is a filtered estimation of the RNP value, we calculate for comparison
purpose the modeled PRR similar to the RNP approach.

1

PRR =
FourBit 1 + FourBit

It has to be said that for modeled PRR estimates, we use sectionwise functions. So we
will not allow PRR probability values less than 0 or greater than 1. Values jumping
over the limits are therefore set to the corresponding limit values.

7.3 Performance Comparison of Link Quality Estimators

Having chosen and defined and adapted our competitive LQEs for our experimental
setup, we now like to know how they perform in different scenarios over whole range of
PRR link qualities. All of the estimators have their advantages in a certain application
scenario but the basic work should still be to make a statement about which links are
better than others. The more links you have available the more precise you should be
able to differentiate between them. The LQE values are commonly used directly and
stored for example in a routing table. To be able to compare we transformed the specific
values into corresponding estimates of PRR link quality as this is directly linked to
reliability and throughput. We first provide a detailed analysis of each scenario and
continue to discuss the results in general.

7.3.1 Scenario Analysis

All six link quality estimators, the three defined by our SDR generated metrics and the
three competing standard LQE which are based on packet statistics are assessed on the
five basic scenarios of a cable connection, an indoor line of sight and a non line of sight
measurement an outdoor run supplemented by a mobile scenario cover a wide range
possible condition IEEE 802.15.4 transceivers have to cope with in real life applications.
To reduce a certain statistical relevance we only considered PRR values with more than
10 occurrences. Which has proven to be a nice trade off between statistical relevance
and capturing a sufficient number of packet for low quality channels.

Cable Connection

Damped by a 60dB attenuator to be able to simulate even the worst channel conditions,
we first assess our estimator on the most static scenario. In Figure 7.5 we see how
precise the estimates of the PRR where in comparison to the actual measured values.
We observe that as expected , the dSNR estimator is the worst entering the transitonal
region but the absolute error never tops 13%. Best performing is the WMEW M A
estimator which is not astonishing as the cable connection is a very stable scenario, so
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Figure 7.5: Error distribution of different LQE on a cable connection

the directly PRR based estimator is very precise error < 4%. In general we see every
estimaor perfectly specifies the highest quality channels and gets worse for overall less
channel quality. A general problem is that for low quality channels PRR < 0.3 we get
less and less useful information as more than 70% of the packets are lost. Surprisingly
the CEPS based and espiacially the SDRLQFE estimators keep up with the established
estimators despite of using only information gained from one packet.

Indoor Line of Sight

Replacing the cable connection with antennas, our first wireless scenario is an indoor line
of sight measurements. In Figure 7.6 we detect the most significant changes to the cable
connection scenario, that for the unshielded wireless connection the dSN R gets almost
useless and due to that distortion drags the SDRLQFE performance in similar scales.
Astonishingly the Four — Bit estimator has some problems declaring good channels
which could be due to the filtering of abrupt changes. Fortunately the CEP.S estimator
performs except for some spikes below an estimation error of 10% and mostly close to
the packed statistic based estimaors.

Indoor Non Line of Sight

In the next scenario we add a metal cabinet into the line of site beam between the sender
and the receiver to change the conditions of the experiment. We observe less distortion
for the SNR therefore the SDRLQFE value is competitive again. The Four — Bit
estimator performs normally again and the CEPS estimator is only outperformed by
the WMEW M A LQE and keeps the absolute estimation error below 10%
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Figure 7.6: Error distribution of different LQE on a wireless LOS connection
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Figure 7.7: Error distribution of different LQE on a wireless NLOS connection
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Figure 7.8: Error distribution of different LQE on an outdoor wireless LOS connection

Outdoor Line of Sight

The fourth experimental scenario we include in our analysis is an outdoor line of sight
measurement. The dSN R estimator shows in Figure 7.8 once more to be useless for the
transitional region. For low quality channels The CEPS LQE is only half as precise as
the packet statistic based LQEs but the SDRLQFE estimator stays competitive. Overall
the packet statistic based estimator perform well error < 10% over the whole range of
PRR channel quality, which will be mostly due to the static conditions in the outdoor
scenario with no changes in environment and almost no interfering radio signals from
different sources.

Mbobile Sender

The final standard scenario seems to be the most interesting one as it actively promotes
non static channel behavior. Figure 7.9 presents us the facts that in general all LQEs
perform worse. For the first time WM EW M A shows bigger problem for the fast chang-
ing low quality channels as well as the highly history dependent FourBit estimator
which seems especially to have problems for channels resurrecting quickly from broken
to perfect as it can happen in a mobile scenario including churn of sensors joining and
leaving quickly. CEPS LQE displays similar performance as for the static scenarios
despite some spikes for low quality links. The same is true for the SDRLQFE estimator
which suffers from dSN R precision problems for high quality channels.
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Figure 7.9: Error distribution of different LQE on a mobile wireless connection

7.3.2 Discussion of Precision and Timescale Performance

Analyzing the five scenarios has confirmed some of our assumptions and revealed some
interesting facts. For the mostly static four scenarios the packet statistic based estimators
or at least one of them were more precise than the CEPS based LQE. For the wireless
scenarios, the well known problem of the SNR like metrics took effect and the only
estimation possible was between highest quality channel and the rest. In one of four
cases this dragged the SDRLQE estimator which is halfway dependent on the dSNR
into imprecision. So in static scenarios CEPS and to some extent SDRLQE could
provide an estimation precision of +10%. This in comparison to the best performing
W M EW M A filter which reached a precision +5% and better. Considering the timescale
on which the information leading to the estimation the performance of the single packet
based CEPS estimator is totally comparative as it uses at least 10 times less packets
to collect the necessary information. The strength of the filter based WM EW M A and
Four — Bit estimator storing the whole history of the channel in their old values in
this static scenarios turns to a weakness in the mobile experiment where the channel
changes often quickly, the knowledge of the history is not of much use. As the CEPS
and SDRLQE estimators more or less keep their estimation performance the packet
statistic based estimators perform significantly worse than for static scenarios. For low
quality channels only ET' X LQE reaches similar precision as for the static scenarios.

7.4 Network Performance Measurement Experiment

For our final experiment and the knowledge we gained analyzing the five environmental
scenarios above, we designed a last set experiments closer towards an actual application
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Jammer Iperf Client

Figure 7.10: Iperf experimental setup

scenario. Up to now, the data traffic was clinically designed so we had the full knowledge
of every chip sent and every chip received. We adapt the GNU Radio Code to directly
generate the CEPS value at the receiver side and send externally generated UDP traffic
over the adapted UCLA ZigBee [36] implementation. To artificially add dynamic behav-
ior to the experiment, we add a jammer to the setup periodically changing the channel
conditions in a more controlled way than experienced in the mobile scenario.

7.4.1 Integration of CEPS LQE into GNU Radio

Due to our complete picture of what was sent and what was received. We could compute
the CEPS value directly comparing the received chip sequence to its sent counterpart.
To integrate the CEPS value directly into the UCLA ZigBee Code we took the hamming
distance to the best match symbol found in the symbol decoding method executed the
ieee802.15.4_packet_sink signal processing block.

Algorithm 1 calculate CEPS

fori=1— 16 do
threshold = hammingdistance(chip, symbol(i))
if threshold < minthreshold then
bestmatch = symbol (i)
minthreshold = threshold
end if
CEPS = minthreshold
end for

7.4.2 Experimental Setup

Not to log every single chip frees some resources of the GNU Radio running notebooks.
For the experiment, our UCLA Zighee implementation provides the operating system
a interface and a IP-address. This configuration allows us to run additional software
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application on top of GNU Radio communication over the new interface using TCP /TP
or UDP/IP communication. We are using iperf [47] in combination with jperf, a simple
network performance measurement tool and its corresponding graphical user interface.
Iperf analyzes the total amount of data transfered, throughput, jitter and important for
us packet reception ratio, which is directly linked by packet size and measurement period
to the throughput and total transfered data. We are sending 45Byte UDP packets which
fit in a IEEE802.15.4 packet and result in 194 symbols sent over the channel. We are
sending at a rate of 10Kbit/s as that can properly be sent received and processed by
our configuration. For higher datarates above 18 Kbit/s we experience data loss due to
reaching the limits of the computing power of the notebook pc’s in service. The iperf
sender and client are set 5m apart. The first set of experiments is run without jamming
interference, the interferer experiments were run with a interferer sending on the same
channel, but using a different higher bitrate and DSSS modulation so the the signal is
not interpreted as data. The jammer periodically starts sending for approximately three
seconds and then is silent for another three seconds. An overview of the setup placed in
an indoor office environment is given in Figure 7.10.

7.4.3 Performance Evaluation

Every second the Iperf Server logs the amount of received data, bandwith, totally trans-
mitted and received packets ncluding a packet loss rate, which is just the difference
from packet reception rate to one. Unfortunately, one second is finest measurement unit
Iperf provides. For our experimental configuration that means about 30 UDP pack-
ets are transmitted every second. To evaluate the precision performance of our link
quality estimators we therefore take the opportunity and compare the estimated PRR
values averaged over the very same packets analyzed by Iperf. We can exactly determine
which packets to include in which estimation by interpreting the UDP sequence num-
ber number embedded in each packet we receive. Another important role the sequence
number play for short term packet statistics necessary to generate ETX, WMEW M A
and Four — Bit values. Besides precision evaluation it is at the same time interesting
to observe the estimation values in time compared to the PRR values provided by the
Iperf software tool especially for the jammed experiment runs. Figure 7.11 gives insight
in such a time sequence of a jammed experiment run. Most affected by the jamming
interferer is obviously the dSNR metric as shown in Figure 7.11a. Due to the drastically
increased noise the dSNN R estimates indicate nicely the jamming durations. We note
further that the representative Iperf PRR values periodically change as well provoked by
the jamming signal. In the same plot we get nicely displayed how the CEPS estimates
behave similarly in comparison to the real measurement graph. Figure 7.11b presents
us a corresponding section including the standard link quality estimators. We notice
the the respectable precision even in the presented jamming case on the given second by
second sampling, only the Four — Bit LQE is usually a bit late in adapting to changed
conditions probably due to the high history control factor.

A summary of overall precision performance in several representa The far more in-



PRR

7.4. NETWORK PERFORMANCE MEASUREMENT EXPERIMENT

Estimator behavior during iperf mesurement
asl- " y/ 4
W A A S
Estimator behaviour during iperf mesurement / /,"’ \ f/// \ / /,,/Z \‘\\ />‘a // \\\ /
— T = T T — 3 orlf/ / \\\\h / il W/ //B/ \\\&\ /, / g
s w\\ / 8 A 4 \ / | /i A 7% e a i
N7a ‘ VAR / == ] \s Ry \*\/ L
/ \ e / \ \ / / \ //7 5 ol = \\/ |
,/ \ \ / y \\ /o \ / b T
Ly \ A \ = L i
osf- \ % \ \‘V/// A ¥\\/< ] ——True Measure
i \ L1 \ / \ /] o e ETX |
o \ / ‘ / \ /] ik ~ WMEWMA |
\ [|[—PERFLQ), . | \ . —=—FOURBIT
02 e el CEPF & — et al |
" > SNR | . , , , ,
e s 55 ; ; ;

=
seconds

(a) CEPS and dSNR

seconds

(b) Standard LQE

Figure 7.11: Estimator values in jammed timeseries

Mean Errors of Link Quality Estimators
07

HlETX
IlFOUR BIT

04

03

mean absolute error

02

a1

static 95% static 1% static 23% interferer 1 interferer 2

Application Scenario

interferer 3

Figure 7.12: estimation precision on static and jammed iperf measurements

teresting results are gained from the interferer cases. The second and third jammed
experiments show descent performance of ETX, WMEWMA and Four — Bit LQE
followed by the only slightly less precise CEPS based estimator. dSNR shows in no
run. SDRLQE at least in one of the jammed cases acceptable performance. The in-
teresting outlier is the first jammed case. Special because it starts with longer burst
of not received packets. This influence distorts the packet statistic based estimators so
far, that they can not recover during the later run when packets are suddenly success-

fully received. CEPS LQE is the only Estimator showing at least a descent precision
performance.

All these findings motivated us to run a final long term jammed experiment over 1000
seconds, smoothing certain short term characteristics. The results are presented in Fig-
ure 7.13 and confirmed earlier findings in different scenarios. The three packet statistic
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Figure 7.13: estimation precision in long term jammed iperf measurement

based estimators ETX, WMEW M A and Four — Bit deliver a precision slightly below
+10% while just behind follows CEPS reaching +12% supplemented by an unreliable
dSNR in a channel placed in the transitional region in this case around a PRR of 75%
overall and an SDRLQFE better but still to much dependent on useful dSN R values. So
the CEPS metric harvested from only one packet, still provides us estimates reasonably
close to estimates depending on a known history of 10 packets and more.



Conclusion and Outlook

8.1 Conclusion

Link quality estimation becomes more and more important as the frequency spectrum
is limited and optimization approaches rely on a good knowledge about the conditions
of the available wireless channels. We used recent advances in software defined radio to
take a new approach in the area of link quality estimation. Our main contributions are:

e We analyzed the state of the art in link quality estimation and pointed out, that
there is still a gap in time scale between link estimation based on received signal
strength and packet statistic based estimation. Even some recent hybrid estimators
[2,48] try cross layer optimization but are still not capable to deal with condition
changes as fast as one packet.

e The potential of software defined radios in terms of link quality estimation were
explored. GNU Radio software and the UCLA ZigBee implementation of the IEEE
802.15.4 standard were used to show, that chip errors in a packet can be real world
indicator to predict short term PRR

e We defined a new link quality estimator based on chip errors per symbol (CEPS)
metric which proved to be more accurate than SNR based estimation especially
in difficult channel conditions like mobile of jamming scenarios. At the same time
CEPS based link quality estimation was still compatible to state of the art packet
based link quality estimators despite of using only information of as little as the
first two bytes of the packet payload.
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8.2

Outlook

The introduction of software defined radios in the field of link quality estimation shows
a promising new approach of gaining more reliable information about the channel con-
ditions than received signal strength and packet statistics. Interesting next steps would

be:

A lot of packets in the transitional region get lost because they can not even
synchronize properly. In the case of IEEE 802.15.4 this means no synchronization
zero is found. A first goal would be to adapt the demodulation process in a way to
be able to collect more information of heavily broken packets. A problem is that
this could be a waste of energy by always scanning the channel for broken packets
when we do not even know if something was sent.

The use of software defined radio bears the potential of other indicators able to
inform upper layers about the quality of the wireless channels. A recent paper
of Qin et. al. [49] introduces error vector magnitude and a spectrum factor (SF)
but conclude as well, that no one of these single metrics is sufficient for different
channel conditions and qualities

GNU Radio is in continuous progress. A next step would be to integrate ZigBee
like applications on top of the IEEE 802.15.4 standard to determine the influence
of different newly found link quality estimators on the application performance and
even further in specialized ad hoc networks like mesh networks, vehicular networks,
sensor networks and opportunistic networks.

Hybrid link quality estimators like Fourbit [2] already use cross layer optimization
techniques to improve routing performance in protocols like the Collection Tree
Protocol (CTP) [5] or the more agile Backpressure Collection Protocol (BCP)
[50]. BCP for example calculates link states packet by packet and could therefore
improve further by including current link quality information gained from CEPS
measurements.

Another area of research where cross layer optimization of plays an important role
is the field of cognitive radio where even cross platform optimization is a topic. So
integrating the new link quality metrics into a cognitive engine of such a multi-
protocol capable device could offer a lot of benefit to optimize future wireless
communication.



CD-ROM Content

Below you find a list of the files provided alongside the Thesis. The Folder adapted
ZigBee versions includes the adapted source code of the UCLA ZigBee implementation
of [36]. It embodies the sender and receiver side of the initial experiments and the version
of the final experiments assissted by the iperf application.

In the GNU Radio 8.2.2 Source Folder you find the openly availabel GNU Radio software
platform used in this thesis. The LaTeX Source folder provides you with the necessary
source files of the report.

Matlab was used to analyze and extract information out of the logfiles generated by the
software defined radio implementation. In the Matlab Analysis Files folder you find on
the one hand the Matlab scripts used to process the logfiles on the other hand you are
provided with pre processed scenario data used to generate all the plots starting from
Chapter 6.

The References foler holds all the cited documentation and referenced papers.

Finally you find useful guidelines of installation and execution for the provided set of
platforms and applications in the HowTo file and the of course the final report in digital
form.
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It follows the content of the CD-ROM pro- |-- error_distribution_od.m
vided in addition to the document: |-- find_missing_packets.m
|-- find_missing_packets_app.m
- adapted ZigBee Versions |-- frame_plot.m
|-- gr_quadrature_demod adaptions |-- iperf_plot.m
|-- ZigBee_iperf |-- local_analysis.m
|-- ZigBee_Receiver |-- local_analysis_iperf.m
|-- ZigBee_Sender |-- local_analysis_size.m
|-- local_analysis_synch.m
- GNU Radio 3.2.2 Source |-- metric_fairness.m
|-- gnuradio-3.2.2.zip |-- miss_placeholder.m
| -- number_of_symbol_plot.m
- LaTeX Source |-- oQPSK_MSK_table.m
|-- Thesis_Tex_Source.zip |-- quickplot_cable_etx.m
|-- rearrange_packets.m
- Matlab Analysis Files |-- rearrange_packets_app.m
|-- scenario data |-- remove_missing_packets.m
| |-- satur.m
|-- analyze_app_errors.m |-- scenario_plot.m
|-- analyze_chip_errors.m |-- scenario_plot_longsync.m
|-- analyze_symbol_errors.m |-- scenario_plot_los.m
|-- analyze_sync.m |-- scenario_plot_mob.m
|-- assign_rssi.m |-- scenario_plot_od.m
|-- assign_rssi_app.m |-- scenario_plot_size.m
|-- beta_factor.m |-- scenario_plot_sync.m
|-- beta_scatter.m
|-- change_msb.m - References
|-- Check_CRC.m |-- basic references
|-- chip_errormask.m |-- additional references
|-- compare_chip_sequence.m |-- documentations
|-- error_dist_plot_los.m |-- Task_Description.pdf
|-- error_distribution_detailcable.m
|-- error_distribution_los.m - HowTo.txt

|-- error_distribution_mob.m
|-- error_distribution_nlos.m - Master Thesis.pdf
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APPENDIX B. ABBREVIATIONS

ADC
CDMA
CD-ROM
CPU
CRC
CSMA-CA
dB

DSSS
FCF
FCS
GNU
IEEE
kb/s
LOS

LQ

LQE
LR-WPAN
MAC
MFR
MHz
MPDU
MSK
NLOS
0-QPSK
OSI
PAN

PC

PER
PHR
PHY

PN
PPDU
PRR
RNP
QPSK
SDR

SF

SFD
SHR
SNR
USRP
WMEWMA
WLAN
WPAN

Abbreviations

Analog-Digital Converter

Code Devision Multiple Access

Compact Disc Read-Only Memory
Central Processing Unit

Cyclic Redundancy Check

Carrier Sense Multiple Access - Collision Avoidance
Decibel

Direct Sequence Spread Spectrum

Frame Control Field

Frame Check Sequence

GNU’s Not Unix!

Institute of Electrical and Electronics Engineers
kilo bits per second

Line of Sight

Link Quality

Link Quality Estimator

Low-Rate Wireless Personal Area Network
Media Access Control

MAC Footer

Mega-Hertz

MAC Protocol Data Unit

Minimum-Shift Keying

None Line of Sight

Offset Quadrature Phase-Shift Keying
Open Systems Interconnection

Personal Area Network

Personal Computer

Packet Error Rate

PHY Header

Physical Layer

Pseudo-Random Noise

PHY Protocol Data Unit

Packet Reception Rate

Required Number of Packet Retransmissions
Quadrature Phase-Shift Keying

Software Defined Radio

Spreading Factor

Start-of-Frame Delimiter

Synchronization Header

Signal to Noise Ratio

Universal Software Radio Peripheral
Window Mean Exponentially Weighed Moving Average
Wireless Local Area Network

Wireless Personal Area Network
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