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Abstract

Localization using the Time-of-Flight (ToF) of RF signals is one of the most popular techniques
to track moving objects, such as the Global Positioning System. However, its success for WiFi
based indoor tracking remains a challenge. WiFi based indoor localization techniques produce
large errors that are a result of multipath and hardware inaccuracies. In order to tackle this
issue, we have developed an Android application that retrieves various sensor data, such as
accelerometer and gyroscope from smartphones. Using these sensor data, we fuse them with
WiFi ToF measurements and improve the localization results from pre-existing systems.
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Chapter 1

Introduction

Localization using the Time-of-Flight (ToF) of RF signals is today one of the most popular
techniques to track moving objects. One prominent example is the Global Positioning System,
which exploits the differences in signal propagation times between different sattelites to
provide location services to mobile devices on earth. While the ToF technique has been highly
successful in these outdoor domains, its application in WiFi-based indoor localization remains
to be a challenge. The research community has instead focused more intensively on other
approaches such as signal strength [1, 2, 3, 4, 5], and the angle of arrival [6, 7, 8]. Previous
efforts to make use of the ToF of WiFi signals have reported relatively inaccurate results both
in static positioning [9, 10, 11, 12, 13] and mobile tracking conditions [14, 15].

In this thesis, we aim to improve the accuracy of ToF
positioning by fusing it with data of inertial sensors such
as accelerometer and gyroscopes, which are largely
available in on-the-shelf smartphones [16, 17, 18]. Sim-
ilar work has been done in [15], which however re-
quires sophisticated APs. This hinders the adoption of
these techniques for wide-spread and low-cost deploy-
ments. Therefore, one of the goals of the project is
to move from infrastructure-centric system to device-
centric system. Since a smartphone has functionalities
to geo-locate itself, we expect the fusion of such func-
tions with the infrastructure should help increase posi-
tioning accuracy. This includes the use of GPS for out-
door environment or WiFi ToF system for indoor, de-
pending on availability.

1.1 Motivation Figure 1.1: ToF: Multilateraion

In recent research [19], it was demonstrated that ToF

based indoor tracking running exclusively on commer-

cial on-the-shelf (COTS) WiFi hardware is feasible. In

April 2014, at the IEEE/ACM IPSN 2014 indoor localization competition in Berlin which involved
22 independent approaches from different research teams, this system was able to achieve a
3.47m average positioning error. While such a two-way ranging method has proven to work,
it has two main drawbacks. First, it produces a lot of traffic since every access points needs
to inject its own packets to determine the ToF to the targets. Therefore when multiple targets
are requesting packets simultaneously, the overhead can get quite significant. Secondly, the
Short Interframe Space (SIFS) in many WiFi devices produces jitter in its timing accuracy and
therefore distance estimation based on timing precision becomes difficult.

In the first stage, the ToF system will compute the initial position of the smart phone asin [19]. In
the second stage, the smart phone uses its inertial sensors to compute its velocity and heading
which determines its consecutive positions. By fusing ToF with inertial sensors, we may be able

11



12 CHAPTER 1. INTRODUCTION

to reduce the traffic overhead, such that it only queries when ToF information is strictly needed.
This means that when the sensor based poisitoning system is suffering from dead-reckoning,
then the measurements from the ToF system could be used, such as by means of applying
Kalman Filter [15], to correct it, and therefore increase its accuracy.

1.2 Related Work

Previously, we introduced two similar projects that use inertial sensors for indoor localization.
In the ZEE paper [18], the restriction is the necessity of a priori knowledge of the evironment.
In order to improve accuracy, a particle filter is applied to the measurements according to the
floor plan of the test environment, and therefore reducing the possibilities of error (e.g. walking
through walls). This method, despite producing an error as low as 2m, is only feasible when a
relatively long period of tracking is performed. In our thesis, we aim to account for both long and
short periods of tests, as well as a system that requires no prior knowledge of the floor plan.
In the SAIL paper [15], it was shown that while using only one sophisticated access point and
inertial sensors (accelerometer, gyroscope and magnetometer), a distance error of 0.63m was
achieved on a Samsung Galaxy S4. Similarly in the testbed at Armasuisse, the eight COTS
access points can provide position estimate in combination with the inertial sensors on the
phone.

1.2.1 Time-of-Flight System

The Time-of-Flight system implemented in the Armasuisse testbed is based on the work in [19].
The testbed consists of eight anchors. All ToF measurement data can be found in the server’s
MySQL. A visual representation of the estimated position of the target device is also available.
The concept of WiFi ToF ranging technique uses the signal travelling time between an access
point and the target, and therefore estimates the distances by multiplying by the speed of light
(3 x 108m/s). However, in the real world, this technique suffers from noises coming from two
main sources.

1.2.2 Timing Imprecision

The first source comes from the timing imprecision in COTS WiFi devices. For example, for a
WiFi router, a specified lag time called Short Interframe Space (SIFS) denotes the time between
the reception of a DATA and the transmission of an acknowlwedgement (ACK) as a fixed interval.
This means that the SIFS shall be subtracted from the two way ranging total ToF in the calcu-
lation of the distance between the devices (Fig.1.2). Therefore, the measured time between the

teas(d)
|
1 I
1 | | |
SAS
Access Point | I
_ DATA .
Q. a o
| |
ACK |
> : [ Target - ——
distance & 5t

Figure 1.2: Principles of WiFi ToF echo technique
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access point and its target are given by:

trpas(d) =2%t, +tack + o7 (1.1)
Then the corresponding ToF is
tuy d)—t — 6
tTOF(d) _ JMEAS( ) 5 ACK T (12)
d=cxtrop(d) (1.3)

Here d denoates the estimated distance based on measured time and SIFS specification, while
c is speed of light. However, this SIFS comes with a tolerance, and in many cases cause a
huge deviation from the true distance (6r = SIFS + tolerance). For example, a tolerance of
even lus translates to an error of 300m. In order to reduce the contribution of this noise, the
paper [19] employed a filtering technique that uses chipset-dependent calibration. The access
points in the testbed in Armasuisse use the Broadcom AirForce54G 4318 Wireless Card and
the measurements are done in IEEE 802.11b standard. Conceptually, such chipset calibration
is done simply by measuring the processing delay and ToF (in clock cycles) for known distances
between two chipsets. Since the processing delay also depends on the PHY rate, the same
calibration process is done for each of the four rates in Table 1.1. The values in the second
column denote the number of clock cycles needed for the ToF measurement to reach a Om
distance based on the rate used. During the calibration process, the phone is placed on a
location in the testbed where its distances from all eight anchors are known. Each anchor would
then send multiple packets of DATA to the smartphone and measure the total time in clock
cycles. Lastly, by subtracting the known distance from the measurement, the reference Om time
per rate was found. Since the clock rate for the chipset is 88M Hz, the measured distance is

Rate (Mb/s) 1 2 5.5 11
refy (clock cycles) | 27908 | 22994 | 19932 | 19040

Table 1.1: Calibration Values for Samsung Galaxy S5

given by:

5 C * (TOFME'AS - 7'ef0)
4= 2% 88MHz (-4
or = (TOFMEAS — Tefo) * 1.7045m

1.2.3 Multipath

The second source of noise comes from multipath. Intuitively, we can see that the distribution
of ToF measurements would be statistically left-skewed if multipath reflections have occured in
the indoor enviornment. This is because the reflected paths would cause an over-estimation of
the ToF compared to its direct-path counterpart. To overcome this contribution of noise, they
[19] designed an adaptive filter. Using the large samples of the median ToF measurements, this
filter is able to provide a statistical profile specific to the Testbed at Armasuisse. Such a filter is
characterized by a linear model (1.5), which given the median ToF measurement, the user can
find the optimal percentile that minimizes distance error.

y = —0.341668 + 21.384868 * x(clock cycles) (1.5)
where y : Median ToF
x : Optimal Percentile

Although a median of large sample size of measurements should be statistically more accurate
than a smaller one, the paper found that using this linear model, even a sample size as small
as ten is sufficient.
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1.2.4 Multilateration

While the previous filters and linear model provide the distances between the target and the an-
chors, multilateration is used. Since the estimated position of the target is only visually displayed
on the server’'s website and not available in the MySQL data, we used simple multilateration
MATLAB codes to compute the positions offline. In terms of measurement data, it takes roughly
800ms for all anchors to measure using all of the rates, providing that they are reacheable. This
means that, taking 800ms as an interval, we could collect all available data from all anchors to
estimate the position of the target. On the other hand, in our offline calculation, we also explored
the effect of reducing the time interval and therefore using less anchor measurements (minimum
of three).

1.3 Assignment

1. Study the current WiFi based indoor localization system developed by advisors [19] and
the literature on localization using smartphone sensors [16, 17, 18].

2. Implement a smartphone app running on Android devices. The first step will be to gather
data from the internal inertial sensors and implement appropriate smoothing filters of the
noisy data.

3. Evaluate the accuracies of sensor data, as well as selecting the appropriate sensors to
use where power consumption should be minimized.

4. Fuse collected sensor data (speed, direction) with the ToF sytem in Armasuisse, by means
of Kalman Filter.

5. Evaluate the accuracy of the fused system, particularly if it improves beyond the accuracy
achieved without the use of sensor datas, as well as compare to a positioning using only
sensor data.

1.4 Overview

Chapter 2 introduces the various inertial sensors available in COTS smartphones and explains
their potential to supply data information needed for our system. Chapter 3 presents the smart-
phone app devloped in order to collect the appropriate sensor data, and presents its interface
and design. Chapter 4 evaluates the data collected from the inertial sensors. Chapter 5 de-
scribes the fusion process of the sensor data and the WiFi ToF localization system, evaluates
its accuracy, and describes measures carried out to improve error. Chapter 6 concludes our
report and presents possible future development based on our findings.



Chapter 2

Inertial Sensors

2.1 Problem

In order to use the inertial sensors to compute relevant data (heading, velocity etc), we must
first evaluate their accuracies. In terms of resources, there exists very little information on the
sensor accuracies of Android phones. Furthermore, these accuracies are model dependant and
we can only evaluate based on the particular model we have on hand - a Samsung Galaxy S5.

2.2 Accelerometer

The accelerometer in the Samsung Galaxy S5 (as well as various other smartphone models)
measures acceleration experienced along the three axes of the phone (X, Y and Z, see Fig.
2.6), as well as the offset due to gravity. Thus, when the phone is placed stationary, its Z axis
should ideally measure 9.8 m/s?. On the contrary, if the phone is in free fall, the magnitude of
accleration upward would measure 0 m/s? Let us first assume that in the direction of the motion
(e.g. user walking), the magnitude of acceleration measured is found. Mathematically, we can
calculate the distance travelled with the kinematic equations:

v:/adt
d:/vdt

where a = Acceleration

v = Velocity
d = Distacne
t = Time

In order to obtain velocities, one can simply integrate accleration over the time interval between
samples. Alternatively, it can be integrated again to obtain average distance. This implies that
the accelerometer and an accurate time synchronisation are enough to obtain the necessary
information to compute distances travelled. However, in practice, an accelerometer produces
noisy measurements. Fig. 2.1 is an example of the accelerometer data recorded from the Galaxy
S5. Note that since the sensors report timestamps as established nanoseconds since the ap-
plication started. In order to utilize the highest precision possible, we logged all sensor data in
nanoseconds. During this test, the phone is placed stationary on a flat surface. As seen from
the figure, the mean value has an offset of roughly 0.53 m/s%. Additionally, very noisy data can
be observed (in this example, a variance of 3.2 x 10~* m?/s*). Although the noise figure does
not appear to be significant in acceleration, it is indeed so after integrations. For example, if
we integrate over time once while removing the offset of 9.8 m/s due to gravity, we obtain an
average velocity of —8.5964 m/s over a time interval of 16.3049 s. This phenomenon is called
integration drift and other corrective measures need to be implemented.

15
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Figure 2.1: Acceleration Magnitude vs Elapsed Time: Accelerometer Data

2.3 Magnetometer

Another sensor widely available in most latest smartphone models is the magnetometer (or
compass). It measures the earth magnetic field at a point in space. In other words, it gives a
directional measurement in degrees with respect to the north pole.

2.3.1 Magnetic Declination

The first considerable error that comes with the magnetometer is the magnetic declination.
This is the angle on the horizontal plane (parallel to earth’s surface) between magnetic north
(i.e. when a compass needle reads 0°) and true north (the direction along a meridian towards
the geographic North Pole). Since the worlds magnetic field changes with time, this error is
therefore geographically and temporally dependent. For our tests performed at Armasuisse, the
declination is 1.8°, while the small yearly increase of 0.12° is neglected. This data is obtained
from National Centers for Environmental Information [20] (see Fig. 2.3).

Directions (relative to North) at Measured Intervals
94.2

—— Directions (degree)
94—
938 |
93.6
»
°
g |
=
®
e f 1]
93.4 i I T
‘ : |
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1 1 |
06 08 1 2 1.4 16 1.8 2 22 24
Elapsed Time since Application Start (ns) x10™

Figure 2.2: Magnetic Offset: Stationary Phone
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Model Used: WMM2015
Latitude: 452 45" 45" N o
Longitude: 7°36°'01.7"E
Date Declination

1.80° E = 0.35° changing by 0.12° E
2015-05-17 per year

Goe, gle

Map Data | Terms of Use | Report a map error

Figure 2.3: Magnetic Declination: Armasuisse, Thun

2.3.2 Magnetic Offset

The second considerable error is the magnetic offset. This offset is present, in particular indoor
environment, where magnetic materials (e.g., metal and electronic devices) in close proximity
of the mobile phone disturb its perception of "north" [21]. Unlike magnetic declination, magnetic
offset is not constant with time, as can be seen in Fig. 2.2. The variation of this offset depends
on the the material in proximity of the device. Electronic appliances such as TV with varying
EM interference are amongst the common indoor items found even in common households. In
this scenario, the mobile phone is again placed stationary and pointed at the same direction,
but the magnetic offset causes a time-variant error in the range of 5.4057°. Since each indoor
environment would have its uniquely different amount of magnetic materials, it is not possible
to denote a constant value to compensate for this offset (as opposed to the case of magnetic
declination).

2.3.3 Phone Orientation

The last error comes from the orientation of the phone. The SAIL paper [15] evaluated different
poses of the user carrying the mobile phone. This includes:

1. The phone is held in one hand while facing the user

2. The phone is held against the ear



18 CHAPTER 2. INERTIAL SENSORS

3. The phone is held in one hand while swinging along with the walking motion
4. The phone is placed in a pocket
5. The phone is placed in a purse

The paper also evaluated situations when one pose transitions to another. This is done by
incorporating gyorscope and accelerometers to detect pose changes, understanding that using
more sensors will inevitably increase measurement errors. While the SAIL paper can detect
pose changes accurately (> 95%), other abrupt motional changes during pose changes may
not be reliably detected. For example, a sudden sharp turn or when the user stops walking may
not be detected if the user simultaneously moves the phone away from the ear and place the
phone in the purse, since both types of motion changes require the same sensors. Therefore,
in order to simplify our tests, we chose position one and further restrict that the phone is in its
"portrait" mode (middle position in Fig. 2.4). Another benefit for selecting such a restriction will
be described in the next section (2.4).

— Y]

_‘

Figure 2.4: Phone Orientation

2.4 Orientation and World Coordinates

In order to determine the heading of the user, we utilize compass data
as described in 2.3. However, even in the absence of magnetic offset, the
axis with which the compass computes its heading must be the same as
that of the user. The smartphone compass uses its Y-axis (see Fig. 2.6) ﬁy
to measure its magnetic difference from the north. The benefit of the re-
striction of orientation described in 2.3 solves the problem of when the top
of the phone is pointing £90°. However, it is not feasible to further restrict _
the user to hold the phone horizontally. Even when the user is willing to do H
s0, there is no guarantee that his/her hand is steady enough to ensure it
is perfectly parallel to the ground. This means we cannot reduce the tilted
angle 6 to 0°.

Let us assume that, as illustrated in Fig. 2.6, the user is holding the
phone steadily at an unknown angle ¢ with respect to the ground. Using Figure 2.5: Ac-
accelerometer data: celerometer and

Gravity
2)

Ay

)=

0 = 90° — cos™(

In other words, we can use accelerometer value a, to compute ¢ at any time instance
and therefore use this angle to find the compass measurement along the world’s XY-plane.
Conveniently, Android has built-in functions (getRotationMatrix() and getOrientation()) that
perform similar operations. getRotationMatrix computes a rotational matrix using accelerometer
inputs for computing the phone’s orientation compared to the world’s coordinates. It then uses
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Ay

‘FN

Figure 2.6: Phone Axes (black) vs World Coordinates (red)

magnetometer values to also compute its heading. For example, if the X-axis of the phone is
pointing towards East and the Y-axis is pointing towards North, then R is the Identity Matrix.
getOrientation then returns the value myHeading where it represents the angle between the
Y-axis of the phone and the north (Azimuth).

\lstlistingname{Java Code Snippet: Re-Orientation of Smartphone Axes to
align with World Coordinates}

boolean success = SensorManager.getRotationMatrix (float[] R, float[] I,
float[] accelerometer_values, float[] compass_values)

if (success) {
SensorManager.getOrientation (R, myHeading) ;
float azimuthInRadians = obj.myHeading[0];// Radians between
Y-Axis and North

Since this reduces the number of necessary sensors to two (accelerometer and compass), we
could then evaluate their contributing and combined error.

2.5 Dead Reckoning

Information on direction is necessary for navigation and positioning. While speed and time give
information of the distance travelled, on the 2D plane it is necessary to know the direction in
order to locate the new X- and Y- coordinates as compared to the previous ones (Fig. 2.7). As
the figure shows, when the estimate of the direction is incorrect (§ > 6), the new fix calculated
(Zx,9r) is also wrong. The same applies when the velocity or timing estimation is incorrect.
Consequent estimations based on the wrong new fixes would accumulate the error as seen from
the picture. This phenomenon is called dead reckoning. This is an issue common to positioning
based only on inertial sensors. Therefore, in our thesis, we aim to correct this error by using
ToF system to estimate these fixes. Although the ToF fixes would also produce error, each
measurement is independent to the previous ones and therefore does not suffer from dead
reckoning.

2.6 Step Counting

Due to the integration drift mentioned earlier, we need to implement other methods to compute
kinematic data (velocity, distance). As opposed to integration, the ZEE paper [18] proposes to
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Figure 2.7: Dead Reckoning. Ground Truth (black) versus Estimated Positions (grey)

use auto-correlation function to compute velocity. The intuition behind this methodology is that
if the user is walking, the autocorrelation of accelerometer data will peak periodicly relative to
the step speed of walker. On the other hand, a sudden and large increase of the peak time
intervals could imply that the walker has stopped. The ability to accurately detect stops is also
critical in terms of tackling one of the the issues attributed to dead reckoning. When the device
is confident that its speed is 0 m/s then a new fix will not be needed until the walking begins
again. However, the drawback of this implementation is that it does not measure the speed in
terms of distance. Although this is compensated for with the particle filtering in the ZEE paper,
our thesis aims to avoid using a priori knowledge of the floor plan. Additionally, particle filters
are computationally expensive. A rather novel idea is presented in SAIL as described in the next
subsection.

2.6.1 Gait Profile

The human gait is the locomotion achieved by the movments of the limbs. In terms of walking,
this refers to the movements of hips, legs, feet and the joints. The SAIL paper [15] proposes
that it is possible to compute walking speed in terms of the characteristics of human gait. This
characteristic is called the bounce factor and can uniquely define the walking gait characteristics
of each individual. The paper claims that the hip movement, as illustrated in Fig. 2.8, is linearly
related to the step size and to the step frequency of the individual (the faster the person walks,
the more their hip bounces).

It further claims that step lengths tend to have correlations between users with similar
physical builds. When a new user uses its application, a few measurements are computed (e.g.
bounce and step frequency) and then it selects a profile from collected databse containing
measurements of other users that best approximates this current user. While this method is
feasible with a large available databse, our thesis does not have access to it. This means our
option is to select a specific user and test if these linear relationships are valid. Additionally,
we neglected the bounce factor in our calculation and only focused on the linear relationship
between step frequency and step size (2.1), for which we call the Gait Profile. In this equation,
the left hand side is the walking speed, the first term on the right hand side is step frequency
and the last term is the inverse of step size. The experiment and evaluation of the Gait Profile
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Figure 2.8: Hip Bounce

will be discussed in the next Chapter (??).
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2.6.2 Step Counter

Now that we are able to use Gait Profile to calculate speed, the input we need is the step
frequency. Android offers four levels of sensor input delay and in descending order they are:

1. public static final int SENSOR_DELAY_FASTEST
2. public static final int SENSOR_DELAY_GAME

3. public static final int SENSOR_DELAY_NORMAL
4. public static final int SENSOR_DELAY_UI

There are no official resource documenting precisely how one delay setting compares to an-
other. However, from our experiment when our sensors are set to report in the "FASTEST"
range, we consistently find the delay between consecutive measurements to have a mean of
5ms. As it will be seen later in the test conducted at Armasuisse, each position estimation takes
around 800 ms to 1 s, and therefore our sensor reporting delay is sufficiently fast.

Since Android APl 4.4 was released in 2013, two new types of sensors were added: Step
Counter and Step Detection. According to official documents [22]:

A sensor of this type returns the number of steps taken by the user since the last
reboot while activated. The value is returned as a float (with the fractional part set to
zero) and is reset to zero only on a system reboot. The timestamp of the event is set
to the time when the last step for that event was taken. This sensor is implemented
in hardware and is expected to be low power.

Instead of performing real time computation of steps (e.g. auto-correlation of accelerometer
datas for all three axes with unknown time delay 7 in the ZEE paper), step counter values and
their corresponding time stamps are sufficient to calculate step frequency.

2.7 Gyroscope

The original reason for using the gyroscope was such that it adds information to the turning of
the user. However, as discussed earlier, using more sensors inevitably introduces more errors.
Furthermore, as we have restricted the pose of how the user holds the phone, this becomes
unnecessary. Furthermore, part of our goals is to reduce power consumption on the smartphone
and therefore a reduction in the amount of sensors used is beneficial.
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Chapter 3

Smartphone App

There are two main functions of the smartphone app.

1. Collect and log relevant sensor data for fusion with the ToF
system

2. Provide an interface for user interaction

3.1 Data Collection
3.1.1 Gait Profile

In order to build the Gait Profile for the user, we designed an envi-
ronment where we can know the ground truth. This environment
was a relatively straight path outdoor, where the user would walk
at different distances at various speeds. It is designed in order
to collect data on step sizes (D‘S%“F’)‘ge) and step frequency (ST‘iﬁfes)
which are the data needed for the Gait Profile. The distances
are measured using a BOSCH Digital laser measure PLR 50 Figure 3.1: Bosch PLR 50
(Fig.3.1). Using linear regression model on the collected data,

we obtained the following Gait Profile (Fig.3.2).

The equation for the linear model is:

Step Size = 0.5254 * Step Frequency — 0.0967 (3.1)

And therefore, using only step counter, we first compute Step
Frequency. Then we find Step Size from the linear model. Lastly we can obtain the walking
speed (v):

v = Step Size x Step Frequency (3.2)
or v = (0.5254 x Step Frequency — 0.0967) « Step Frequency (3.3)

One of the goals of the project was to migrate indoor localization from infrastructure-centric
system to device-centric system. Providing that the gait profile accurately computed the walking
speed of the user, the same application could not be used by a user with different physical build.
This meant the linear regression model needed new calibration values and this was not ideal.
Specifically, asking a smartphone user to precisely measure and record his/her walking speed
to rebuild a new linear model was not the best solution. To tackle this issue, we explored the
possibility of retrieving speed information using GPS system.

3.1.2 GPS

Android can retrieve various information related to each GPS location fix from what is known as
the NMEA Message. This was done by setting up a listener in our app with the code:

23
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Gait Profile. Sample size=23

+ raw data
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Figure 3.2: Gait Profile of the Test User

GpsStatus.Nmealistener ()

Each NMEA Message carries a header which indicates the specific information in the message.
For the purposes of our tests, the relevant informations are:

e Time Stamps

e Number of Satellites used. (headers: "$GPGSA" or "$GNGSA")

o Dilution of Precision. (headers: "$GPGSA" or "$GNGSA")

o Target Speed Reported by GPS. (headers: "$GPVTG" or "$GNVTG")

The time stamps are found when the NmealListener receives the message. The first idea is to
make use of Dilution of Precision in the GPS system [23]. The DOP value measures the accu-
racy of GPS positioning accuracy rating (where DOP< 1 : Ideal. DOP> 20 : Poor). However, our
Gait Profile is a measure of speed, while DOP only indicates the accuracy of positioning and it
does not directly differentiate into speed values (and accuracies). Evaluating whether DOP can
translate into a figure to evaluate GPS speed accuracy or not is a non-trivial task and is beyond
the scope of our thesis. Since GPS speed is measured based on the Doppler Effect [24], the
number of GPS satellites used for the measurement could be another indicator of the accuracy.
For one of our outdoor controlled measurements, we plotted the following (Fig.3.3)

As can be seen in the figure, the number of satellites used to calculate the GPS Reported Speed
are mostly more than seven with only one occasion of four. On the other hand, the DoP values
are all between 0.9 and 1.2. These numbers do not give us enough information to differentiate a
good measurement from a bad one.

3.2 Interface

In order to explain how we designed the application to collect sensor data in real time, let us
look at the interface design (Fig.3.4). The reported values on the interface do not necessarily
reflect the sampling frequency of the sensor. In particular, direction, acceleration and gravity
values are only updated every second. The acceleration value differs from the gravity value in
that gravity will always return a magnitude ("M9.721" in this example) close to earth’s gravity 9.8
m/s? (due to sensor noise) where as acceleration will only have a magnitude close to gravity
when the phone is behing held steady (in this case, on the hand) and the user is not moving.



3.2 Interface 25

Velocities at Measured Intervals: Sensors vs Location Updates

8+ 3 t] A I A £23
---Sensor
——GPS Reported
7 o et 30 im0 5 G G o P P e e w0 | —+—Ground Truth
+ DOP
¢ Number of Satellites
[ s 0 T T T G R Bt o0 Lt

[ : . v e

%=9057e410

A 1 )
Juu’iﬁ A:’L"\ 3l J\\’?\ ’u\

,
i
21 W ¥ 5 ; i
A N
Ay W) A fifin Penaiyfa, Y B LA bty id 4 ‘.v’\{\ll\ N
N e AT X y
. ‘ MR WW

s A ° 4 y T + 1

Velocity (m/s), Number of Satellites, DoP Value

“o 02 04 06 0.8 1 1.2 1.4 16 18 2
Elapsed Time since Application Start (ns) 10"
Figure 3.3: Velocity Comparison, DoP and Number of Satellites
r 3 . . [ - . . ]
I®! Fused Indoor Localization I®! Fused Indoor Localization =
Measure Measure m
Turn(s):o Turn(s):o
Direction(degree):o Direction(degree):-150.79
Step(s):0 Step(s):0
Acceleration (m/ss): Acceleration (m/ss):
X0 Y0 Z0 Measure Toggled X-0.134Y9.196 73.151 M9.721836770385842
Gravity (m/ss): T Gravity (m/ss):
X0 Y0 Z0 X-0.142 Y9.204 73.125 M9.720970924331864
Timer: Timer:
00:00 00:06

0 Stop Watch

Figure 3.4: Interface of the App

In order to evaluate the accuracy of the step counter, not only do we need to log its data (time
stamps and counted step values), we also need the ground truth to compare it with. When the
"Measure" button is toggled, the app begins to listen for changes from all the sensors and would
update the values on the display accordingly. The "Stop Watch" button would also appear,
which logs the elapsed time and accumulated steps. While these interface values are only for
reference, the application also saves all the logs into csv files when "Measure" is toggled off.
Note that the field "Turns" is a measure using gyroscope and compass. Whenever the compass
indicates a directional change larger than a threshold (in our last implementation the threshold
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is set to 10) then the app checks if the previous angular speed change (within 500 ms prior)
experienced by the gyroscope is larger than another threshold (0.52 rad/s), then it indicates a
turn was made. However, as mentioned earlier, directional compass values were sufficient and
"Turns" were no longer used in our implementation.



Chapter 4

Evaluation

In order to fuse the sensor data collected with the WiFI ToF system, we evaluated their accuracy
and whether each set of data is necessary for the fusion process.

4.1 Speed

41.1 Setup

From the velocity plots (using the app’s sensors and gait profile versus GPS reported speed) in
Fig. 3.3 (preliminary walking experiment), noisy data can be observed, especially in the case
of sensor based velocity. Therefore, aside from conducting experiements to evaluate velocity
accuracies versus ground truth, we also evaluated if an Exponential Smoothing filter would
improve accuracy.

The controlled experiment is done by marking specific waypoints on an outdoor path. A satellite

Figure 4.1: Map and Waypoints for Controlled Test: Evaluation of Gait Profile and GPS Speeds

map from Google Map shows this outdoor location where we conducted the test (Fig. 4.1).
The red numbers indicated on the maps are the waypoints of this particular path that the user
walked. Note that a tuple (e.g. 19,20) indicates that the user stopped at that particular waypoint.
Distances between waypoints are measured using distance a measurement tool from Google
Map. Ther user, whose Gait Profile was installed in the app, walked from waypoint 1 to waypoint
20 and logged the step counts and time stamps by clicking "Stop Watch" on the app.

27
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4.1.2 Results

Figure 4.2 shows the results of this test. While analysing the test results, we also applied ex-
ponential function with smoothg factor « : {0.1,0.2,...0.9}. Plots with individual smoothing factor
can be found in Appendix A.1. In order to further investigate the effect of smoothing, we plot-
ted the Empirical Cumulative Distribution Function (ECDF) for both Sensor and GPS velocities
against ground truth, as shown in Figure. 4.4 and Figure. 4.3, as well as their corresponding
Minimum Squared Error (MSE) in Figure. 4.5.

Speeds at Measured Intervals: Sensors vs GPS (reported and calculated)
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—Ground Truth

25+
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Figure 4.2: Gait Profile (sensor) vs GPS Speeds vs Ground Truth
CDF Error of Gps Data
1—
09
08—
07
0.6~
L
0 05—
8]
0.4 -—-RAW Data
’ ——Smoothed, Alpha=0.9
——Smoothed, Alpha=0.8
03 ——Smoothed, Alpha=0.7
——Smoothed, Alpha=0.6
——Smoothed, Alpha=0.5
02 Smoothed, Alpha=0.4
/ ——Smoothed, Alpha=0.3
oal AF ——Smoothed, Alpha=0.2
. /4 ——Smoothed, Alpha=0.1
of ! ! ! ! !
0 0.2 0.4 0.6 0.8 1 1.2

Error (m/s)

Figure 4.3: ECDF: GPS Speed

From these figures, a few observations were made:

1. The speed computed using Gait Profile is mostly higher than the ground truth.
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2. The speed computed using GPS is mostly lower than ground truth.

3. Gait Profile speed has less error overall compared to GPS speed.

4. The smoothing factors of &« = 0.2 and a = 0.3 for both cases minimize the MSE.
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The MSE for Gait Profile speed and GPS speed with o = 0.2 are 0.082 (m/s)? and 0.113 (m/s)?
respectively. The ground truth velocities are calculated by:

lPe+1 — prll
= okl AR 4.1

where p: waypoint position
k: current sample
t: elapsed time

This explains why during the intervals when the user has stopped moving (around 13 s, 22 s and
37 s), it only reaches 0 m/s in the middle of the intervals. This means the actual error for both
Gait Profile and GPS are less.

4.2 Direction

4.2.1 Setup

As mentioned earlier, the data needed for fusing with the ToF system are both speed and its
direction. While GPS data can reliably determine the heading of the smartphone, in an indoor
environment, we relied on the Compass. We designed a test at the testbed in Armasuisse Thun
(Fig.4.6).
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Figure 4.6: Testbed | at Armasuisse Thun, Switzerland

In this setup, we first randomly selected the waypoints A to G. Similarly to 3.2, we used the
Bosch digital laser measure to measure the distances from each waypoint to their closest
walls or obstacles in both X and Y direction. Taking the bottom left corner as the origin with
coordinates (0,0), we then used the scale provided to measure the corresponding X or Y
distances from the origin (measuring actual distances were needed for calculation of ground
truth speed in later tests). Lastly, the corresponding coordinates of each waypoint were found.

The building where this floorplan is located forms an angle from the north direction. In

order to find this direction offset, we used the online tool http://googlecompass.com/. In
Figure. 4.7, outlined in red is the testbed and the measured orientation of the building is N7°E.

4.2.2 Results

Therefore, with a simple rotation, we obtained the following results:

With the coordinates aligned with the world’s North and East direction, we then designed walking
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Figure 4.7: Testbed at Armasuisse Thun, Switzerland (Satellite Map). Building Oreintation Mea-
surement

Way Point || Coordinates Coordinates
(Before Rotation) (After Rotation)
A (7.623, 3.573) (2.6174, -8.0016)
B (7.786, 6.49) (5.4927, -8.5189)
C (10.13, 7.482) (6.1917, -10.9663)
D (13.421, 7.227) (5.5375, -14.2017)
E (13.672, 7.227) (1.5675, -13.9671)
F (20.532, 7.219) (4.6630, -21.2587)
G (32.56, 7.29) (3.2676, -33.2057)
H (15.22, 10.2834) (8.3525, -16.3599)

Table 4.1: Way Point Coordinates of Testbed 1

paths with these waypoints. Before analyzing the error statistics, we used a simple algorithm to
upperbound the error (€) to 180°:

€= min(3600 - |d€gsensor - degtruth| s |degsensor - degtruthD (42)

This is essential since a Compass data is measured with respect to absolute North. For
example, if the sensor evaluated a direction of N359°FE and the ground truth was N1°E the
absolute difference would be N358°FE but the true error was merely N2°E. As an example,
Figure. 4.8 shows the comparison between our sensor data versus ground truth, and Figure.4.9
shows the corresponding ECDF. The median error is 7.29°. This was lower than our expectation
since this indoor environment contains many metallic materials, as well as raido signal devices.
We expected the error caused by magnetic interference to be large.

In the ZEE paper [18], they measured a magnetic offset at the highest of 30° with proba-
bility 2.5% and where the highest probability 30% is found to be an error of 30°. Although our
error was comparatively lower, we aimed to improve it further. Similar to the case of velocity, we
applied exponential smoothing to the sensor data with a range of smoothing factor a.. As can
be seen also in Figure. 4.10, the smoothing did not improve accuracy (see A.2 for additional
test results).

One notable difference between our approach and from ZEE is that we only used the most
recent reading on the Compass to the instance when velocity is computed, whereas ZEE used
the mean of an interval of samples around the timestamp where a measurement is in question.
A velocity computation can happen only after at least two consequtive steps have occured,
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Directions (relative to North) at Measured Intervals
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Figure 4.8: Direction Comparison. Sesnor vs Ground Truth
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Figure 4.9: ECDF: Direction Comparison. Sensor vs Ground Truth

which is relatively slow compared to the possible maximum sampling frequency when our
Magnetometer sampling frequency is set to "public static final int SENSOR_DELAY_FASTEST"
(see 2.6.2).

Therefore, we investigated the benefits of averaging compass data. Similar to the test in
Chapter.4.2.1, we repeated the walking test several times, but logging all compass readings
instead of only the ones closest to instances when speeds were logged. Then we took the
average values including all readings before the next instance of speed logs. In Figures. 4.11
and 4.12, we see that averaging, while removing noise, only appeared to improve error on Test
05. From Figures. 4.13 and 4.14, it can be further seen that only in Test 05 did the averaging
improve accuracy (from a median of 23.14° to 21.24°). Therefore we did not adopt averaging in
our ToF system fusion.
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Figure 4.10: MSE: Sensor Directional Error with Exponential Smoothing

Another possible contribution to the error would be the Heading Offset. This is the dif-

Directions (relative to North) at Measured Intervals Test 05
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Figure 4.11: Direction Plot: Raw Compass Data vs Averaging vs Ground Truth (Test 05)

ference between the actual heading of the user and the tilt of the phone (where the Y-axis
is actually pointing) due to the position of the hand. For example, a right handed user would
usually tilt the phone slightly counter-clockwise. While this offset is difficult to measure and
not necessarily constant (both user-dependent and motion-dependent), we would model our
Kalman Filter assuming the offset as noise.
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Directions (relative to North) at Measured Intervals Test 06
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Figure 4.12: Direction Plot: Raw Compass Data vs Averaging vs Ground Truth (Test 06)
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Figure 4.13: ECDF Direction: Raw Compass Data vs Averaging vs Ground Truth (Test 05)

4.3 Step Counter

One of the issues concerning the internal step counter sensor from the phone is its initialization.
Once the sensor listener is registered, it does not detect the first step by the user. Instead, it
takes roughly six steps before the first step is reported. Since the algorithm for step counter is
not officially documented, we made use of the accelerometer as the prior step counts. Since our
design fixated the orientation of the phone, we needed to use only the Z direction accelerometer

data. This is done by the following:

1. Collect all data prior to the first reported step by Step Counter

2. Smooth data using exponential smoothing to remove noise
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Figure 4.14: ECDF Direction: Raw Compass Data vs Averaging vs Ground Truth (Test 06)

3. Compute mean and for every instance the data crosses the mean, one step is counted

While the algorithm is relatively simple, there are a few disadvantages. Firstly this is not a real
time calculation and therefore the user cannot immediately see if the first steps are counted.
Secondly, the smoothing factor depends on the noisiness on the data. For cases when the
smoothing factor is too low, the algorithm would count extra steps (see Fig. 4.15). If the smooth-
ing factor is too high, some of the spikes in the data might be smoothed out and less steps would
be counted. Since the step counter is kept "awake" once the first step is counted, we decided
to use this sensor exclusively for our app. This was made possible by a simple change in the
interface where the "Measure" button remained inactive until Step Counter had started.

The last issue regarding Step Counter appeared when the user stopped moving. Since speed
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Figure 4.15: Accelerometer (Test 06)

is calculated based on the registered step count, when the user stopped moving, the app sim-
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ply waits until the next step and considered the stopped interval as part of one step. Therefore
it would register a low speed instead of zero. Using data found in [25], we lower-bounded the
possible walking speed to 0.5 m/s. Whenever a speed slower than this is calculated, it would
return 0 m/s.

4.4 Calibration

Previously, we evaulated the accuracy of a manually calibrated Gait Profile (default values)
versus that from GPS NMEA. Here we added a calibration function to the app that updates
the Gait Profile according to the current user of the phone. This calibration is expected to be
performed outdoor as the data input relies on GPS data. In order to make sure the user is
already in an area where GPS location update is feasible, we modified the interface such that
the function was only available when the smartphone had locked into at least one GPS location
update.

In the smartphone app, the check box for Gait Profile update function does not appear
until "Last Known Location Updated" is displayed. Additionally, when the app is undergoing
measurment, changing the Gait Profile from "update" to the default values is also not possible.
This function is cumulative. This means that the longer the user has the phone, the more
personalized data will be entered into the Gait Profile.

In order to evaluate this calibration function, we reused the original test user and did a
short 200 step Gait Profile Update, where we logged the Step Frequency and Step Size every 1
second. The resulting Gait Profile can be seen in Figure. 4.16. As the figure shows, the resulting
linear progression is in fact corrupting the data by assuming an inverse linear relationship
between Step Size and Step Frequency.

Our first intuition was that the sample size was not sufficient and the sampling rate was
perhaps too fast. In our manual calibration, the minimum amount of steps was 35 and the
maximum was 154. In order to imitate the same measuring algorithm, we modifed the app
so that it would first generate a random number within this range of step counts (we chose
{20,200}). Everytime a new data point was logged (speed, step frequency), a new random
number was generated given the same range. We proceeded to do a much longer test in order
to collect a larger sample size.

A second experiment was conducted with a sample size of 1000 steps, the result of which can
be seen in Figure. 4.17. A similar pattern was observed here and therefore the hypothesis of
low sample size did not seem correct. By plotting the corresponding GPS Velocity, we observed
that its value appeared to be noisy with a constant mean. Since

v = Step Size x Step Frequency (4.3)

it explained why Step Size and Step Frequency formed an inverse lineaer relationship. We there-
fore concluded the GPS online calibration is not feasible and we could only use the manually
calibrated Gait Profile for further experiments.
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Chapter 5

Time-of-Flight System and Sensors
Fusion

5.1

Kalman Filter

Using data from sensors and the WiFi ToF system, we could apply Kalman Filter as illustrated
in Figure. 5.1. For each iteration of the Kalman Filter, we first have

Step Counter Velocity

Magnetometer (Ve vy)
Kalman Updated
Filte Position
- Estimated
Time of Flight Position
(x,y)

Figure 5.1: Flow Chart: Kalman Filter

Te4+1| _ | Tk di 0 Vz.k |:QI * di 0 5.1
[ykJrl] L}J - [ 0 di] [Uy,k] * 0 qy * dT}, S
or simply written as
Xp4+1 = Xk + Bxvg + Q (52)

Here we have N total states (k = 1,2,...N), and in each state we have the two-dimensional ve-
locity computed from Step Counter and Compass (v, i, vy k). dT% is the elapsed time between
consecutive states where ¢,,q, are the noise variances originated from noisy sensor data.
Therefore we can predict the next coordinates xx 1, yr11. Table. 5.1 summarizes the steps in
our Kalman Filter implementation. The measurements from the ToF system is Dy = [d, x; dy ],
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the ground truth x, and the measurement error D, = [Jm; Jy,k] are related by the equation:

dy i T, de i
= = 5.3
s = B+ i 69
Lastly, the measurement noise matrix is:

R= {T 0} (5.4)

0 ry

The values g¢,, g, and r,,r, are not known since we only have limited empirical data from pre-
vious tests to evaluate both sensor and ToF measurement noise. Therefore, we tested different
values for our Kalman Filter. Table. 5.1 summarizes the steps in our Kalman Filter implementa-
tion.

Step 1: Project the State ahead Xp+1 = X + By

Step 2: Project the error covariance ahead P11 =Pr+Q

Step 3: Compute the Kalman gain K=Py 1(Pp1 +R)!

Step 4: Update estimation with measurements | x;11 = Xp+1 + K(Dg — Xg11)
Step 5. Update the error covariance Pii1 =TI -K)Pyyy

Table 5.1: Kalman Filter: Fused Sensor Data and ToF Measurements

5.2 Results and Error Analysis

Most of our experiments were conducted using the same waypoints as shown in 4.2.1 (Test01
- 04) whereas two further tests (05 06) were performed with new waypoint positions, whose
coordinates can be found in Appendix B.1. By walking different predefined paths between these
waypoints, we obtained the Ground Truth, ToF measurements from the system and logged the
relevant sensor data.

5.2.1 Error Analysis

As an example, a resulting ECDF of the distance error can be found in Figure. 5.2 (18955 mea-
surements) (see A.3 for additional distance error plots). As can be seen, the Kalman Filter
did not improve the position estimation, but rather produced a much larger error than its unfil-
tered counterpart. However, when we used only sensor data to perform position estimations,
we obtained a much lower error (3.5 m). This implied that the large error came from the ToF
measurement. In order to identify the source of this large error, we first explored the effect of
changing the number of anchors used for multilateration. In all of our additional computation,
changing the allowable amount of anchors used for multilateration did not produce noticeable
changes in distance error. We further plotted the distance error against time in Figure. 5.3.

5.2.2 Outliers

We found many large errors coming from the beginning of the measurements (reaching
6.359210%1 m in this example). While this could be an issue of outliers not being removed from
the data, the lowest error was still 14.02 m. This meant that the ToF ranging estimation alone
was not performing as expected. It is also worth noting that the error found by using only sen-
sors increased over time as a result of dead reckoning. We iterated the Thompson Tau method
to remove outliers again and repeated the process to observe if the accuracy would improve.
The resulting ECDF after 1000 iterations is shown in Figure. 5.4. While this method did remove
most outliers, the remaining position estimation both before and after applying Kalman Filter
still had a large error (a median of around 18 m). We also observed that the X and Y positions
appeared to be only noisy data and did not display similar patterns as the ground truth.
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Figure 5.3: Distance Error vs Elapsed Time (Test 01)

5.2.3 Ranging Error

Next, we analysed the ranging error from the anchors. We compared the distance calculated
from the anchors using their ToF measurements both before and after the linear regression filter
(see 1.2.3 and [19]) was applied. The resuls can be seen in Figure. 5.5 and Figure. 5.6. The first
figure shows that the linear regression filter did improve accuracy, however, the filtered ranging
error still reached as large as 100 m. The second graph further shows the reduction in error.
This meant that there were still unidentified issues in the system.

5.2.4 Calibration Error

The last source we analysed was the accuracy of the chipset calibration. As described in 1.2.2,
these are values that represent the number of clock cycles it takes the anchors to reach the
chipset (of the smartphone) when they are 0 m apart (refy). Since we did have the ground truth
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Figure 5.5: Ranging Error vs Elapsed Time (Test 01)

from all our tests, we could reversely calculate the calibration values by the equation:

True Distance (m)
1.7

For each of the four rates used, we plotted the resulting distribution of the recalibration values
in Figure. 5.7. Table. 5.2 shows the original calibration values as well as the mean and median
of the new values. We then attempted to use both the mean and median of the new values
to estimate the positioning. While the mean caused the multilateration to fail at converging to
position estimate using measurements (it simply returned NaN values in MATLAB), the median
improved the distance error as shown in Figure. 5.8. However, the error was still quite large,
especially compared to the achievement of 3.47 m as described in 1.1. Furthermore, the Kalman
Filter still did not improve the distance error. Additionally, as seen in Figure. 5.9, the changes in
Y coordiante appeared to follow the same pattern as the ground truth with a lag time. This lag
could be due to the fact that the user was walking faster than all the anchors could complete
their measurements at each position.

refo=ToFvmEas —
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Figure 5.7: Recalibration Values Distribution

5.3 Simulation

Since the source of errors in the WiFi ToF system was too complex to identify and correct, and
we still wanted to see the effect of Kalman Filter, we simulated the scenario based on Test
01. As we already knew the ground truth, a simulation based on such could be made with se-
lected measurement noise figures. In our simulation, we used binary search to select a sensor
noise figure that best improved Kalman Filter accuracy. Then we compared different intervals
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Rates 1 Mb/s | 2Mb/s | 5.5 Mb/s | 11 Mb/s
Original Values 27908 | 22994 | 19932 19040
New Values (Mean) 27386 | 22991 | 19936 19037
New Values (Median) || 27920 | 22993 | 19936 19036

Table 5.2: Calibration Values: Original versus New
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Figure 5.9: Y Coordinates. Ground Truth vs ToF Measurement and Kalman Filtered (Test 01)

of measurements to be used as input to the Kalman Filter. This means that we simulated sit-
uations where the fused algorithm request ToF information only at the intervals specified. At
other instances, it used only sensor data to update its positions. Figure 5.10 shows the simula-
tion with a ToF measurement noise of 3.47 m. It can be seen that when every 3 measurements
are used, it had the highest reduction in distance error. However, when every measurement or
every second measurement were used, the accuracy did not improved. While it showed accu-
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racy improvements using Kalman Filter, we lacked crucial data, such as true noise variances,
to simulate a real life environment. Lastly, a larger database could provide more insight into the
influence of the fusion algorithm.

Distance Errors ECDF. Simulation (Iterations: 10000). Measurement Noise: 3.47 m
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Figure 5.10: Distance Error ECDF. Simulation (lterations: 10000). Measurement Noise: 3.47 m
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Chapter 6

Conclusion and Outlook

6.1 Conclusion

Our thesis first demonstrated and evaluated the use of inertial sensors on commercially
available smartphones. In order to reduce power consumption, we used the minimum amount
of sensors possible. Firstly, by restricting the user pose, we eliminated various sources of error.
This include sudden movement or re-orientation of the phone when the user changes pose.
This allowed us to orient the phone to align with the world’'s coordinate and magnetic field,
which also accomodated the use of the magnetometer to compute direction. The availability
of Step Counter in the newest smartphones meant that we did not need to design complex
computation to count steps. Not only did it save computing power consumption, it was also
more accurate than relying on noisy accelerometer data. With the use of a Gait Profile, we
could therefore measure the walking speed of the user.

With inertial sensors giving us information of speed and direction, we fused this collected
data with the pre-existing WiFi ToF system at Armasuisse. However, due to system instability
and unknown issues, we could not reliably obtain positioning measurements as desecribed in
[19]. We have reversely attempted to locate the source of error by evaluating the calibration
process of the system, ranging errors of anchors, as well as the linear regression model used
to decrease the effect of multipath. Unfortunately, none of our methods significantly improved
the measurement. In order to seek insight into the effect of Kalman Filter, with which we fused
sensor data and ToF measurements, we simulated the walking test using ground truth we
previously obtained. While improvement could be observed in some simulations, our database
was not sufficient on which to make conclusions.

6.2 Outlook

Although we could not successfully create a fused system for indoor positioning, we have
developed some basic structure for further development. While our Gait Profile was calibrated
to a single user, when larger databse is collected, it may be possible to assign gait profile to
individuals who have similar physical characteristics. This means that a user may simply enter
his/her height and weight and the smartphone would select a gait profile from its databse that
best approximates the user.

One of the main challenges in our thesis was to select the correct noise figure to evalu-
ate the accuracy of either our simulation or our fused positioning system. For sensor noises,
large controlled experiments may need to be conducted that involve many users of different
physical shapes. Another issue is to repeat such controlled experiments on different models of
smartphones in order to study the difference in sensor inaccuracies. When this data is available
in the future, a more robust system can be designed.

Our ToF system requires roughly 800 ms to complete one cycle of measurements. Since
our test was based on walking, an improved ToF sytem that is less sensitive to position changes
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in time could be more beneficial.



Appendix A

Additional Grpaphs

A.1 Outdoor Test: Gait Profile (sensor) vs GPS Speeds vs
Ground Truth. Individual Smoothing Factor
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A.2 Direction Error Test (02-06)
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Appendix B

Additional Tables

Way Point || Coordinates
(Before Rotation)

Coordinates
(After Rotation)

(7.1145, 1.4200)
(7.6875, 3.3750)
(8.9585, 7.0951)
(11.8905, 7.5575)
(11.5689, 9.8175)
(13.2295, 7.2190)
(17.2936, 8.2865)
(20.8850, 7.3451)
(25.4150, 7.1301)
(25.3950, 4.3501)

C—TOTMMOOm@>

(0.5424, -7.2345)
(2.4130, -8.0415)
(5.9504, -9.7564)
(6.0521, -12.7229)
(8.3344, -12.6791)
(5.5529, -14.0107)
(6.1172, -18.1746)
(4.7451, -21.6245)
(3.9796, -26.0945)
(1.2228, -25.7359)

Table B.1: Way Point Coordinates of Testbed 2
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Original Assignment

65



Master Thesis Task Assignment of:
Ka Kei Yeung

Smartphone app for Fused Indoor Localization

Advisors Prof. Dr. Giustiniano and Dr. Lenders
Supervisor Prof. Dr. Plattner

Start Date 5th of November, 2014

End Date  4th of May, 2015

1 Background

Localization using the Time-of-Flight (ToF) of RF signals is today probably the most popular
technique to track moving objects. The most prominent usage of ToF for localization purposes is
the Global Positioning System (GPS) which exploits differences in signal propagation times between
different satellites to provide location services to more than one billion of mobile devices on earth.
Also, radar systems rely on the propagation time of RF signals to localize hundreds of thousands
of aircrafts per day.

While the ToF technique has been highly successful in these application domains, its success for
WiFi-based indoor tracking has been relatively modest so far. The research community has instead
focused more intensively on different approaches such as the signal strength [1, 2, 3, 4, 5], the angle
of arrival [6, 7, 8]. Previous efforts to make use of the ToF for ranging using WiFi signals have
reported relatively inaccurate results both in static [9, 10, 11, 12, 13] and tracking conditions [14],
or [15].

In this thesis, we aim to enhance the accuracy of ToF positioning by combining it with data
of inertial sensors such as accelerometer and gyroscopes, largely available in off-the-shelf smart-
phones [16, 17, 18]. The closer to our project is [15], which however required sophisticated APs.
Requirements in the hardware hinder the adoption of these techniques for wide-spread and low-cost
deployments in the wild. Thus, we make simplistic assumptions on the AP hardware.

The goal of this project is to move ToF positioning from infrastructure-centric system to device-
centric system. In our expectation, a smartphone should be capable of geo-locating itself and the
infrastructure should help the smartphone to locate itself when available. Improvement in the
accuracy and performance of the positioning system shall be expected when GPS (in outdoor) or
WiFi ToF (in indoor) are available for location support.



2 Motivation

In our recent research [19], we have demonstrated that ToF based indoor tracking running exclu-
sively on commercial off-the-shelf (COTS) WiFi hardware is feasible and can achieve a localization
accuracy that is competitive with other approaches. In April 2014, at the IEEE/ACM IPSN 2014
indoor localization competition in Berlin which involved 22 independent approaches from different
research teams, we were able to achieve a 3.47 m average positioning error reaching the 13th rank.

While two-way ranging has proven to work, it has two main drawbacks. First, two-way ranging
produces a lot of traffic since every access point needs to inject his own packets to determine the
ToF to the targets. When localizing multiple targets simultaneously, the overhead can get quite
significant. We expect that the fusion of ToF with inertial sensor will have benefit both in terms of
accuracy and traffic overhead.

In the first stage, the smartphone will compute the velocity, which will be then used by ToF
system in [19] to determine the device’s position by means of Kalman filter [15]. In the second
stage, the inertial sensors will further compute the steps and the walking direction in real time
using the embedded sensors in the smartphone, which in turn will determine the position of the
device [17, 18]. Since inertial positioning is affected by dead-reckoning problem, the positioning will
be corrected again by the ToF WiFi, this time using sensor fusion algorithms.

3 Tasks

The tasks of this thesis to reach a grade of 5.0 are described in what follows:

e Study the current WiFi based indoor localization system developed by your advisors [19] and
the literature on localization using smartphone sensors [16, 17, 18].

e Implement a smartphone app running on Android devices. The first step will be to gather
data with the internal inertial sensors and implement appropriate smoothing filters of the
noisy sensed data.

e Report the velocity estimated by the smartphone to the ToF system [19]. The server will
receive the data of the mobile’s velocity and will compute the device’s position.

e In the next phase, the student will use sensor data such as the one provided by accelerometer
and gyroscope, and implement classical algorithms for positioning using sensor fusion available
in the literature and propose potential improvements.

e Integrate the app with the ToF system to request updates of the position just when strictly
needed. The integration may consist of querying the server for a new position fix to avoid the
dead-reckoning problem. Delays in the communication network may be expected, and should
be taken into account in the solution.

e Evaluate through experiments the accuracy and the communication overhead of the ToF+sensors
localization system and compare it to the performance of i) the existing two-way ranging sys-
tem and ii) a positioning system solely based on smartphone sensors. Evaluate the trade-off
between the higher accuracies of the estimated distance when frequent queries are done to
the WiFi positioning system, and the overhead for the network throughput. For this use the
testbed at Armasuisse.

e — Optional task — Introduce a map for visualizing all the positions (for administrator) or
smartphone’s position (client localization) within the smartphone’s app.



e — Optional task — If possible, consider energy consumption of the smartphone for the de-
sign [16]. Energy consumption of the smartphone should be careful characterized in order to
avoid to drain the battery. In a real ToF positioning system, the decision about infrastructure-
centric versus device-centric should be taken dynamically based on system constraints (energy
consumption, network usage, positioning accuracy requested by the application, etc).

Higher grades can be reached if the work quality goes beyond the expectation above. A consid-
erable independent contribution from the student would lead to a grade of 5.5. Work that would
lead to scientific paper may be consider for a grade of 6.0.

4 Deliverables

e At the end of the second week, a detailed time schedule of the thesis must be given and
discussed with the main advisors.

e At the end of the second month, a short discussion of 15 minutes with the supervisor and the
advisors will take place. The student has to talk about the major aspects of the ongoing work
using slides.

e At the end of month four, another meeting with the supervisor will take place. At this point,
the student should already have a preliminary version of the written report or at least a table
of content to hand in to the supervisor. This preliminary version should be brought along to
the short discussion.

e At the end of the thesis, a presentation of 15 minutes must be given at armasuisse and at
ETH (in English) during a CSG group meeting. The presentations should give an overview
as well as the most important details of the work.

e The final report should be written in English but may be written in German. It must contain
a summary written in both English and German, the assignment and the time schedule.
Its structure should include an introduction, an analysis of related work, and a complete
documentation of all used hardware/software tools. Exceptionally, if the work results in a
publication, it may be considered to present the publication as final report. Four written
copies of the final report must be delivered to the main advisor along with CD that includes
developments undergone during the thesis.
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