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Abstract

Voting Advice Applications (VAA), a questionnaire to match election candidates
to the voters, gain more impact on the voting participation of citizens. To de-
sign a VAA model that effectively gives voters reasonable suggestions, modern
natural language processing models surprisingly have been hardly applied. As
a first step, we present two text classification tasks to predict party affiliation
and policy agreement on a novel dataset from Swiss VAA smartvote. We apply
a transformer-based model BERT to examine how the textual features may help
the VAA model, and show that this text-based model is potential for the pro-
posed tasks. Furthermore, we provide model explainability for this high-stake
application by an attribution method, and the results reflect the Swiss political
spectrum of parties.
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Chapter 1

Introduction

Voting is a key political participation of citizens in democratic societies. Es-
pecially in multi-party countries, voting decisions have to be made frequently
for various levels from municipal to national [1]. Hence, the increasing need to
be better informed and more efficient in casting a vote gives birth to the Vot-
ing Advice Applications (VAA). Many countries in Europe have developed their
own VAA, such as, StemWijzer1 in Netherlands, Wahl-O-Mat2 in Germany, and
smartvote3 in Switzerland. The design of VAA is typically a questionnaire on
(current) important political issues or policies. After a voter fills the question-
naire, VAA gives a matching of candidates or parties to the voter based on the
candidate-voter similarity from their questionnaire answers, which is known as
“issue-voting” [2].

Nowadays, voting decisions become more challenging for citizens because the
ever-growing online information would overload the minds of the voters and influ-
ence their political participation [3, 4]. Meanwhile, politicians may have updated
their persuasion techniques with artificial intelligence technology to better tar-
get voters during election campaigns. To face such challenges, new matching
algorithms for VAAs, however, have not been proposed and investigated so of-
ten. The current matching algorithms are mostly based on some distance metrics
calculated on questionnaire answers to indicate candidate-voter similarity. This
method may be employed by parties to find an “optimized” answer profile and to
be matched more often [1]. The machine learning (ML) methods, such as Random
Forest, may alleviate this issue but they often do not offer model explanations on
individual decisions. This is less ideal for such high-stake applications. These ap-
proaches also have completely ignored the text information of the questionnaire
that may render useful insights about the matching decision.

Additionally, the available VAA text data is fastly increasing since the usage of
online VAAs has grown in popularity in recent years. A novel direction of VAA
could be anticipating an answer for a new policy initiative based on historical

1https://stemwijzer.nl/#intro
2https://www.wahl-o-mat.de
3https://smartvote.ch/en/home
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1. Introduction 2

data. For voters, this advice may encourage them not to skip voting since it
may save them time to make the decision. For the government, this may provide
valuable insights into the upcoming turnouts and the governors may adjust the
initiative procedure to be more efficient.

As a consequence, our work investigates the text-based models from natural
language processing (NLP) to work with an original Swiss VAA dataset. We aim
to examine how the textual feature may help or fail the VAA matching. We use
the task of political party classification to compare different models for predicting
party affiliation preference: the distance-based, the ML-based, and the text-based
models. Furthermore, we propose a novel classification task to approach the
direction of using VAA data to predict an agreement level on an unseen policy
issue. With respect to the text-based model, both tasks are trained by finetuning
an advanced model, BERT model [5]. It is a type of pretrained transformer-based
neural network model and has been extended to different languages. Aside from
the original English pre-trained model, we use its variants in German and French
too for comparison. Crucially, we provide a scope of model explainability using
the integrated gradients [6].

Major contributions of this work are listed as follows:

1. Introduce text-based model for VAA matching on a multi-language dataset
and compare with different matching algorithms.

2. Design a novel task to predict a voter’s agreement level on a policy initiative.

3. Examine the explainability of text-based models on party affiliation and
policy agreement predictions.

We will organize the sections as the following. Chapter 2 will survey the rele-
vant works about NLP developments in political science, VAA algorithm advance,
and the explainability of neural networks. Next, we will introduce the dataset
and formulate the tasks in Chapter 3. In Chapter 4, we present the approaches,
including the baseline models and the text-based model. We also present a type of
attribution method for investigating the text-based model explainability. Lastly,
Chapter 5 and 6 will present the experiment settings and discuss the results. We
conclude the work in Chapter 7.



Chapter 2

Relevant Works

Prior studies of VAA in the political science domain primarily critique on the
societal or electoral impacts of such applications [3, 4, 7]. Among them, the Swiss
VAA smartvote has attracted active research attention, such as, to analyze its
effects on the turnouts [8], and to examine partisan patterns of voters [9]. These
works take as-is VAA models and pay less attention to the rapid advancement
in new computational tools. To bridge the gap, our work focuses on the novel
model design of VAA and especially the recent advanced network-based machine
learning models (Section 2.1). Unlike previous models, we further consider VAA
questionnaire text as model input which is inspired by works that have applied
NLP tools in the domain of political science (Section 2.2). Lastly, it is critical
to have an explainable prediction since the models assist with voting advice for
which “why” to vote could be more important than “what” to vote. Thus, we
briefly present the network-based model explainability in Section 2.3.

2.1 VAA Model Development

To begin with, Mendez critically studies two VAA models, the proximity model
and the directional model, that conceptualize a policy dimension differently [10].
The directional model [11] assumes that voter emphasize the side more than the
fine policy gradations, whereas the proximity model is based on the distance or
similarity [12]. We here clarify the two methods with a simplified hypothetical
example. Let agreement on a policy X scales discretely from 0 to 100 (from
disagree to agree), given two candidates A and B with an answer 49 and 100
respectively and a voter with an answer 55. The directional model would rec-
ommend candidate B to the voter since they both disagree on this policy, and
the proximity model would suggest candidate A since the distance of the answers
between the voter and candidate A is closer. Louwerse and Rosema [13] fur-
ther evaluate the matching results of different models: (1) proximity model that
uses different distance metrics, for example, Euclidean or city block distance; (2)
directional model that defines one, two, or eight political dimensions a priori.
They find that the best match between a voter and candidates is influenced by

3



2. Relevant Works 4

the choice of the model implementation, and the comparison with the election
results shows whether a party to be appeared in the voter’s match also strongly
depends on such model selection.

While these models are straightforward and easy to understand for end users,
they treat the questionnaire statements equally in calculating the match. This
may be biased due to the questionnaire statement selection procedure. As a
consequence, applying machine learning models for VAA recently has received
scholarly attention and some initial works [14, 2, 15] propose new model designs
for VAA. To begin with, Katakis et al. [14] proposes a community-based VAA
with the collaborative filtering model, commonly used in recommendation sys-
tems, to suggest candidates to a voter based on the voting intentions of similar
voters of this voter. This model requires that the VAA has the information of the
users on their voting choice either from previous election or an intended one. The
suggestion is the most popular party or candidate among the similar voters who
are formed by the VAA questionnaire answers. The user study showed a higher
satisfaction of using such social VAAs than the traditional ones. Furthermore,
Moreno et al. [2] make a hybrid model to both consider the candidate-voter
similarity in political issues and the voter community-based data. The learn-
ing model is initiated with some candidate-voter distance like in the traditional
method. Yet, it weighs each VAA question differently by learning and adjusts
the parameters of the distance matrices with the community-based data. De
Ita Luna et al. [15] similarly apply decision tree models on the political opinion
polls collected from the web to identify and characterize the political concerns
and preferences of the voters. They apply the model to a dataset relevant to a
Mexican election in 2013 and compare it with the actual turnout.

Lastly, the prior work by Bensland et al. [16] is a preface of this work that
investigates methods of dimension reduction such as Principle Component Anal-
ysis (PCA) and clustering such as K-means to analyze the smartvotedata. They
also start with simple machine learning classification models to refine smartvote
matching and investigate the question importance of the given smartvote ques-
tionnaire. Additionally, our work was inspired by a data-driven exploratory work
on analyzing Swiss voting data including municipality votes, parliament votes
and smartvote in 2011 [1]. Etter and Herzen et al. use dimension reduction
techniques such as PCA to examine political positions. Moreover, they propose
the possibility of crafting an “optimized” candidate’s answer profile to be recom-
mended more often to users given the current smartvote model. Such findings call
for substantial changes in VAAs models in order not to be gamed by purposeful
attacks.
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2.2 NLP for Political Science

Text analysis has always been an important part of research in political science.
However, manual scrutiny impedes the underlying potential of large-scale text
data and requires intensive labor and time cost. Automated text methods more
and more become a standard tool for political scientists and methodologists [17].
The dictionary approach or bag-of-words model is some of the early automation
applied to political texts. For example, Laver et al. [18] used word-document
frequency matrix to develop a scoring scheme for extracting policy positions
from political speeches. They applied the technique to different languages and
replicated the performance of expert-annotated policy position estimates. To
advance the task, Lowe et al. [19] introduced an alternative scaling method
based on the logarithm of odds-ratios.

Nonetheless, the previously mentioned works do not computationally leverage
the syntax (e.g., the structure of the sentence) or the semantics (e.g., word senses)
of the political texts. As a result, the drastic development in Natural Language
Processing (NLP) brings new opportunities to political text analysis. Many prior
works in the field related to partisanship and ideology have adopted modern NLP
techniques. For instance, Peterson and Spirling proposed a new polarization
measurement using classifier accuracy on British House of Commons speeches,
where a higher accuracy infers a higher political polarization [20]; Iyyer et al.
uses recursive neural networks on U.S. Congressional debates to detect political
ideology [21]; Sim et al. apply Hidden Markov Model (HMM) to investigate the
ideological evolution during campaigns [22]. Inspired by these works, we expect
that a work on VAAs questionnaire texts via NLP tools may reveal interesting
results and provide new insights.

2.3 Explainability of Deep Network Models

While deep networks generally gain more predictive power, a great concern in us-
ing them in the domain of public policy is their black-box characteristic and the
need to understand what the model has learned. When applying such advanced
network-based models, e.g., transformers, on the VAA textual data, we ought to
carefully think about and address the model explainability because the results of
any VAA model may have an impact on a voter’s decision and hence the election
turnout. One line of research is to analyze the inside mechanism of these net-
works. Along this line, prior studies have examined some large pre-trained mod-
els. Clark et al. provide a study [23] on the attention-mechanism of BERT model
in language modeling, where they find that certain linguistic features like syn-
tax and coreference have corresponded with some attention heads. Li et al. [24]
identify linguistic anomaly through studying the surprisal of the model interme-
diate layers by fitting gaussian models. Another line of previous studies is to
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propose and evaluate model explainability techniques in NLP, especially for text
classification. Among the techniques, gradient-based, perturbation-based, and
simplification-based methods are widely studied and Atanasova et al. [25] give a
survey to systemically compare these approaches on different datasets.



Chapter 3

Data and Task

3.1 Dataset: smartvote of 2019 national election

(a) Example Question of Standard-4 Type

(b) Example Question of Slider-7 Type

(c) Example Question of Budget-5 Type

Figure 3.1: Example questions of smartvote with different types

The smartvote dataset consists of 75 questions and the answers from 4,663
political candidates as well as from 427,572 voters for the Swiss national election
of 2019. We refer to participant as any person who took the questionnaire and
profile as the answers of a participant to the smartvote questionnaire.

The smartvote questionnaire is designed into three types of questions: stan-
dard-4, slider-7, and budget-5 with examples shown in Fig. 3.1. The questions
are created by domain experts to cover diverse policy issues and topics that are
important to Switzerland. The questions are created in German and French,
and an English translation is also provided. For the collected answers, other

7



3. Data and Task 8

information about the participants, such as gender and region, is not used in
our study. We specifically focus on the questionnaire text and the answers to
these questions. Each answer is converted into a scale 0 to 100 which represents
an agreement intensity from “strongly disagreement” to “strongly agreement”.
For standard-4, the response “No”, “Rather No”, “Rather yes”, and “Yes” are
encoded as 0, 25, 75, 100 respectively. Similarly for slider-7, the response from
“Completely diasgree” to “Completely agree” are encoded in 0, 13, 25, 50, 75,
87, 100; and for budget-5, the response are encoded in 0, 25, 50, 75, 100 from
“Significantly less” to “Significantly more”.

Party candidates were asked to provide all 75 questions and were allowed to
leave comments on each question. The candidates are from 69 parties, where the
distribution is highly imbalanced. For the voters, smartvote provides two types
of questionnaires, “deluxe” and “rapid”. The “deluxe” version contains 75 ques-
tions, and the “rapid” version contains 31 questions from the “deluxe” version by
smartvote experts. The voters cannot leave comments on the questions. Lastly,
all participants are able to adjust weight to indicate the importance of the policy
question to themselves. They are also able to select “No answer” as their answer.

There are 3,926 candidates and 90,807 voters (with deluxe version) who
provide full 75 answers, which will be used in the experiments. Further pre-
processing for different tasks will be described in the subsequent sections. Ta-
ble 3.1 shows the statistics of the dataset.

75 Answers <75 Answers Total
#Candidates 3926 737 4663

percentage 84.19% 15.81% 100%
#Voters(Deluxe) 90,807 179,040 269,847

percentage 21.24% 41.87% 63.11%
#Voters(Rapid) - - 157,253

percentage 36.78%
#Voters(Undefined) - - 472

percentage 0.11%

Table 3.1: Statistics of smartvote dataset of year 2019.

3.2 Task Formulation

We use the smartvote data to study two tasks: (1) to identify the party affiliation
of a given participant and (2) to predict the agreement of a given participant to
an unseen policy question. We model each task as a multi-class classification task
and specify the details as follows.
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Party affiliation classification. Within a profile, a candidate indicates his or
her party affiliation and a voter also indicates a preference for a party to vote for.
Hence for this task, given a participant’s profile, we use this pre-selected party
as the gold standard and classify the profile1.

Policy agreement classification. We consider an answer to a policy ques-
tion as ordinal classes to indicate agreement. For example, the simplest way is to
convert participants’ answers into agree (< 50)/disagree(> 50) as a binary clas-
sification task. This may be more fine-grained to be a multi-class classification
to show different levels of agreement. We hold out a set of questions to serve as
the unseen policy questions. Given a profile of the rest questions, we predict the
agreement class of each unseen policy question.

1In this dataset, the party preference of a voter is only encoded in integers, and the actual
corresponding Swiss party is missing.



Chapter 4

Methodology

In this chapter, we present our approaches to the two classification tasks. Our
baselines are distance-based and answer-featured machine learning models (Sec-
tion 4.1). These models only consider the participants’ answers to the question-
naire as input features, and the question texts are completely ignored. To mind
the gap, we use an advanced text-based model, namely BERT, by inputting both
questions and answers as textual features for the proposed tasks (Section 4.2).
In Section 4.3, we further introduce a notion of model explainability that is used
to examine the textual features.

Notation Let a VAA questionnaire contain N questions Q1, . . . , QN . For a
candidate c, we denote the answers in a vector form cA = (c1, . . . , cN ), and
similarly for a voter v, we denote the answers as vA = (v1, . . . , vN ) with weights
(w1, . . . , wN ).

4.1 Baseline Models

Current algorithms of VAAs generally vectorize the answers of candidates and
voters and measure a distance between the vectors as their representation of
similarity [26]. The measurement is based on some distance metrics, such as City
block and Euclidean distance. We refer to such method as distance-based model
and introduce the model used by smartvote in Section 4.1.1. Using the same
input, we follow by experimenting with two common machine learning models:
Support Vector Machine and Random Forest in Section 4.1.2.

4.1.1 Distance-Based Model

The distance-based model measures the distance of the answers between the
voter and the candidates. It recommends the candidates or the party who have
the smallest distance to the voter. The distance metric used in smartvote is a

10



4. Methodology 11

weighted Euclidean distance shown as the following,

d(vA, cA) =

√√√√ N∑
i=1

wi · (vi − ci)2

Once the distance d is calculated, smartvote normalizes it to a matching score
between [0, 100], and the candidates who have a higher score are ranked higher
in the smartvote’s recommendation for the voter. The score s is measured as the
following,

s(v, c) = 100 ·
(
1− d(vA, cA)

maxDist(v)

)

maxDist(v) =

√√√√ N∑
i

(100 · wi)2

Party affiliation classification. For this task, we implement two baseline
models based on the distance matrix. The first one is to construct an “average
candidate” model, herein referred to as Dmean, by taking the mean of the answers
of the same party in the training set for each party. Then, the party affiliation
prediction of a given answer profile would be the party of an average candidate
that has the highest matching score between the profile and the candidate. The
second one is to use the party of the closest candidate in the training set who has
the highest matching score to the given answer profile, herein referred as Dclosest

Policy agreement classification. For this task, we have two baseline models
similar to the previous task. The first one is based on an average candidate.
Given a participant, to predict an agreement answer for an unseen question, we
first classify the party affiliation of the profile (on the seen questions) of this
participant with Dmean1 and give prediction based on the answer of this average
candidate. The second one is simply to use the agreement of the closest candidate
as the prediction.

4.1.2 Answer-featured Machine Learning Models

Support Vector Machine

Support vector machine (SVM) is a kernel-based learning method which optimizes
the error on margin [27]. A margin is defined as the smallest distance between the
decision boundary and the training points. SVM is trained to choose the decision
boundary that maximizes the margin. For our multi-class tasks, SVM model uses
“one-versus-one” strategy to train a SVM classifier for every two classes.

1Note that we only use a subset of the questions, so the result might be different
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Random Forest

Random forest is a commonly used ensemble predictor that combines randomized
decision trees [28]. The randomness comes at building a tree from a bootstrap
sample and splitting a node by randomly selecting a subset of features. The final
prediction is an average over the predictions of the individual decision trees.

Party affiliation classification. We simply construct a training matrix by
using the answer vector to N questions (e.g., candidate answer cA) as the feature
vector of each participant. This matrix is fit to an SVM or a random forest
classifier with the party affiliation indicated by the participant as the labels.

Policy agreement classification. We predict the agreement of an unseen
policy issue based on the result of party affiliation classification. Once the party
affiliation is predicted, we use the majority answer from this party to be the
agreement prediction.

4.2 Text-Based Model: BERT

So far, none of the above-mentioned models considers the question texts in the
VAA’s questionnaire. This textual information may render critical insights to un-
derstand the voter-candidate similarity and improve future questionnaire design.
As a consequence, we consider text-based models to incorporate the question
texts as input for the two classification tasks. Among the text-based models,
the transformer model [29] is acclaimed for its high accuracy in many natural
language processing tasks since its emergence.

4.2.1 Background

We give a brief background on the transformer model and the attention mecha-
nism it uses. Based on this, BERT model [5] is developed which uses a bidirec-
tional self-attention mechanism to build a transformer-based encoder that takes
contextual information from both directions.

Transformer-based model and Attention. The architecture of the trans-
former model follows an encoder-decoder design shown in Fig. 4.1. The core
component is a stack of multi-head attention layers that are different from pre-
viously used convolutional or recurrent layers. Within the layers, an attention
component is a dot-product function on mapping a query matrix Q (q by dk),
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Figure 4.1: Transformer Model Architecture [29]. The core component is the
multi-head attention block shown in color orange. This attention mechanism
maps a query matrix with a pair of key-value matrices.

and a pair of key-value matrices K (v by dk), V (v by dv) as follows,

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V.

Additionally, as attention function dismisses the sequence order, a fixed positional
embedding is used to inject such information,

PE(pos,2i) = sin(pos/100002i/dmodel)

PE(pos,2i+1) = cos(pos/100002i/dmodel),

where dmodel refers to the model embedding size, i refers to the dimension, and
pos refers to the position in the sequence.

BERT Model Based on the transformer architecture, the work of BERT
introduces the “pre-training and then fine-tuning” scheme: a large language model
is firstly pre-trained on some unsupervised tasks, and the downstream tasks are
simply approached by adding an additional layer to fine-tune it. For instance, the



4. Methodology 14

original BERT is pre-trained with the masked language modeling task and the
next sentence prediction task. An advantage of fine-tuning is little modification in
model architechture for different downstream tasks. Following [5], many domain-
specific applications have found performance gain by building BERT variants,
such as finance, legal, and biomedical areas [30, 31, 32].

4.2.2 Implementation

For our tasks, we apply BERT [5] and its variations GermanBert [33] and French-
Bert [34] pre-trianed on German and French language respectively on our data.
We achieve our tasks by adding a classification layer on top and finetuning on
the pre-trained BERT models end-to-end.

Party affiliation classification. In this task, we classify the party affiliation
of the questionnaire participants using the textual concatenation of all question-
answer pairs as the input. For instance, given a cA, we concatenate a string
sequence in the format of [Q1; c1; . . . ;QN ; cN ] as the input for the candidate c to
the embedding layer of the BERT model. We use the corresponding language of
question text when we initialize the model with the different pre-trained weights.

Policy agreement classification. To address this task, we train a classi-
fier to predict a participant’s agreement level on a new question given a set
of observed question-answer pairs. To do so, we (randomly) divide the ques-
tions in two sets: prompt questions Qprompt and unseen questions Qnew. The
question-answer pairs of the prompt questions serve as the known information
about a participant on some policy issues. Then, we construct a sample for this
task by appending an unseen question at the end and let the answer of this
question be the label. To illustrate, given a cA, we build the input string as
[Qprompt1 ; cprompt1 ; . . . ;Qpromptk ; cpromptk ;Qunseenj ], ∀Qunseenj , with the label cunseenj .

4.3 Model Explainability: Integrated Gradients

To analyze models trained for our classification tasks, we adopt an attribution
method proposed by [6], Integrated Gradients, that provides a channel to examine
behaviors of predictions to input features. The method is applied post-training to
be model-agnostic. It requires an input baseline to be defined in order to compare
with the real data samples. The baseline intuitively is some input that gives “no
information” for the classifier, e.g., a black image for image classification or a
string of padding tokens for text classification. Using it not only offers where in
the input attributes to the prediction but also may render exploratory insights
about the input.
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Integrated gradients measures the straight-line path from predicted output to
baseline. Formally, given a deep network as F : Rn → [0, 1] and an input x ∈ Rn,
we define a baseline x′ ∈ Rn according to the modeling setting and hence obtain
the integrated gradient along the i-th dimension for x,x′ as the following,

(xi − x′i)×
∫ 1

α=0

∂F (x′ + α(x− x′))

∂xi
dα.

We apply the method on the word embedding layer get token attributions
and specify the evaluation of the tasks as the following.

Party affiliation classification. We aggregate token attributions per question
to be the question attribution. We use this to examine which questions attribute
to t to provide a scope of the relationship between party affiliation and political
topics within the questions.



Chapter 5

Experiments

In this chapter, we present the experiment settings. The data pre-processing of
the text-based models is detailed in Section 5.1 and the trainings of the different
models are described in Section 5.2.

5.1 Pre-processing

Party affiliation classification. To study this task, we use the candidates
data of the six major parties. The dataset contains 2116 samples and is split into a
train, a validation and a test set with a ratio of 70%/15%/15%. Out of 69 parties,
we limit ourselves to the six parties in the candidate data that have the most
samples, namely, CVP, SVP, SP, glp, FDP, Grüne. These candidates comprise
45% of the candidate data and we brief the party information in Appendix A.

Policy agreement classification. In this task, each example consists of 60
prompt questions with their answers, and a unseen question with its answer as
label. We also split with a ratio of 70%/15%/15% for training, validation, and
testing data. We convert the labels into 5 classes: 0 (Strongly disagree), 25
(Disagree), 50 (Neutral), 75 (Agree), and 100 (Strongly Agree).

For both tasks, we add special token [QUESTION] and [ANSWER] to indicate
question texts and answer texts. We use the special token [NA] to represent NULL
answer.

5.2 Training

SVM and RF Model We use scikit-learn1 to implement SVM and random
forest models. For SVM, we grid search over both linear and radial basis function
kernel and different regularization parameters.

1https://scikit-learn.org/stable/index.html

16
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Bert Model Our implementation is based on PyTorch2 and Transformers3

libraries. For both tasks, the model is trained for 50 epochs with a learning rate
1 × 10−5 and a batch size of 4. We use Adam optimizer with a weight decay
of 0.01. To examine the integrated gradients, we use the Captum4 library to
implement the attribution method on the word embedding layer of BERT model.
We use the a string of [PAD] tokens as the baseline.

2https://pytorch.org/
3https://huggingface.co/transformers/
4https://captum.ai/

https://pytorch.org/
https://huggingface.co/transformers/
https://captum.ai/


Chapter 6

Results

In this chapter, we present the experiment results on the two tasks.

6.1 Results on Party affiliation classification.

In Table 6.1, we compare the accuracy scores on the candidate test data of the
different models. It illustrates the total accuracy and the per-class accuracy.
Using the feature-based and the text-based models have a higher accuracy than
the distance-based models for classifying the party affiliation. Surprisingly, the
fine-tuned BERT models overall do not outperform the SVM and random forest
models, and the random forest model has the highest accuracy score. Regarding
the per-class accuracy, BERT models perform worse than the random forest and
it is not a particular party that worsens the performance of BERT models.

CVP SVP SP glp FDP Grüne Total

Dmean 87.4 86.2 89.6 94.0 93.4 90.3 70.4
Dclosest 89.0 92.5 90.6 84.9 94.0 91.2 71.1

SVM 90.6 88.4 94.7 96.5 94.7 94.3 79.6
RF 89.9 88.4 96.5 97.2 94.3 95.9 81.1

BERT 85.8 85.8 93.4 95.6 92.1 94.3 73.6
BERTde 86.7 87.4 89.9 95.9 93.3 91.1 72.3
BERTfr 87.7 88.4 88.4 92.5 93.4 84.3 67.2

Table 6.1: Classification accuracy (%) on test set. We only conduct our experi-
ments on the 6 major swiss parties.

We plot the confusion matrices of the distance-based models (Fig. 6.1), the
feature-based ML models (Fig. 6.2), and the text-based BERT models (Fig. 6.3).
All models tend to mistakenly classify (1) the CVP and the SVP party which
are both considered as leaning towards right wing, and (2) the Grüne and the
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(a) Average Candidate Model (b) Closest Candidate Model

Figure 6.1: Distance-based Models

(a) SVM Model (b) Random Forest Model

Figure 6.2: Feature based

SP party which embrace more liberal politics. Interestingly, for the latter case,
BERT pre-trained on different languages have different behaviors. BERTfr

tends to predict the SP party wrongly into the Grüne party, but BERTde behaves
the opposite.

From the results, some samples might be challenging for the learning models
to distinguish the party affiliation. This motivates us to look into what questions
may be more salient or rather meaningless in characterizing partisan differences.
We demonstrate the results of applying integrated gradients on classifying six
party affiliations via a heatmap visualization (See Fig. 6.4). The lighter color
indicates more positive attribution to this class, while the darker color indicates
a more negative attribution. We observe that like-minded parties such as glp
and Grüne, which are known for promoting extended ecological protection and
liberal society, share similar attributions to questions. Moreover, it reflects Swiss
political spectrum such that neutral parties display a less drastic variation in
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(a) BERT Model (b) BERTde Model

(c) BERTfr Model

Figure 6.3: Text-based Models

question attributions, e.g. FDP and glp, whereas the conservative party, SVP,
demonstrates a large variation. The tool is also available to examine the results
in a qualitative perspective. As an illustration, we can see that Q51 is among the
lightest cell for classifying the party Grüne as well as the party glp. The original
question is about ecology which follows one of the core topics promoted by both
parties: “Should direct payments only be granted to farmers that provide an
extended ecological performance record (e.g., no synthetic pesticides and limited
use of antibiotics)”. Interestingly, this question has dark color for the party
SP which has a higher attribution to classify an input not to be SP. Another
qualitative example is the two most positively attributed questions on predicting
the party CVP, Q44 (“Currently, a CO2 charge is levied on fossil combustibles
(e.g. heating oil, natural gas). Should this charge be extended to motor fuels
(e.g. petrol, diesel)”) and Q72 (“Should the federal government spend more or
less in the area of ’Social services’?”).
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Figure 6.4: Question Attribution on Party Affliation Classification via Integrated
Gradients
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Accuracy F1-score Precision Recall

Dmean 0.37 0.36 0.44 0.39
Dclosest 0.42 0.42 0.43 0.42
RF 0.38 0.37 0.45 0.41
BERT 0.45 0.44 0.44 0.45

Table 6.2: Classification accuracy (%) on voter data set.

6.2 Results on Policy Agreement Prediction

In Table 6.2, we display the accuracy performance of predicting on the voter test
dataset with the models trained on the candidate data. The F1-score, precision,
and recall are macro scores. The BERT model has the best performance out of
all evaluation metrics. Compared with the average candidate model that mimics
some reality situations of passing a policy initiative, i.e., let the preferred party
representatives to vote, using the text-based model has shown better accuracy
to predict a voter’s agreement level. Adding semantic information is potential
to help predicting a voter’s preference. Among the baseline models, using the
closest candidate model is comparatively accurate as the BERT model. However,
this approach has the limitation that all the candidates are required to provide
agreement answers on the unseen policy initiatives.

Similarly, we show the confusion matrices of the models respectively in Fig. 6.5.
BERT model has better accuracy in predicting the “Strongly Disagree” and
“Strongly Agree” than the average candidate and the random forest model. Since
we simplify the task as a classification task, the ordinal information of agreement
level is less considered in training. Hence, we should be cautious about that this
BERT model have more error examples of classifying “Strongly Disagree” and
“Disagree” to “Strongly Agree”. On the other side, using the average candidate
model or the random forest model suffered less in this type of mistake. We should
also consider new training objectives in the future work to inject the ordinal class
information.
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Figure 6.5: Confusion Matrices on Policy Agreement Prediction.



Chapter 7

Conclusion

Making voting decision has always been a complicated practice. The massive
online information at the present time makes the decision even harder. Despite
VAA may assist the procedure, its algorithm is worth investigating by adapting
new computational tools. In this work, we are among the first to bring NLP tools
into this domain and work with the VAA questionnaire text data. We propose
two classification tasks on party affiliation prediction and agreement prediction
on unseen political issues. Furthermore, we fine-tune the multi-language BERT
models on these tasks and compare with the models that do not use textual
features. Importantly, since our tasks are high-stake, we also provide model
explainability of the BERT model predictions by using the integrated gradients.
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Appendix A

Overview on Swiss Parties

We present an overview of the six Swiss parties: CVP, SVP, SP, glp, Grüne, and
FDP that we use in the task of Party affiliation classification.. In Table A.1, we
provide the original full names of these parties and their political orientation. We
also include a short list of the core political topics each party is promoting about
as a reference. The data is based on information from 2019 and mostly refers to
the following link: https://politpro.eu/en/switzerland.

A-1

https://politpro.eu/en/switzerland
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