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Abstract

Nowadays peopleénainlyread news in newspapers, on the Internet and on their mobile device.
In recent years, due to the proliferation of smart phopas increasing number of people use
their mobile phones to read newha the last decadea lot has changeh the way news
articlesare presentedbput finding interesting news is still a cumbersome activityis thesis
attempts to overcome this problem xplaing new ways ofliscoveringhews.
In the context of this thesis mobile news application is develeg which aggregates
news from various news providers and recommends Néwsd OK Ay 3 ( KS dza SNR& A
analyzingi KS dza SNDa o0 SKI @A 2 NI fa 2LNMBRICGSNY  GaKKSS Vi SNRal R ALYL
social features enable the user to insert comments intolthRXi A Of SQ& GSEG | yR LIN
headlines A content-based news recommendaggregates andategorizes news using the
Probabilistic Latent Semantical Analysis algoritAfter publishing the mobile news
application, an evaluation of the recommendation aitfums showed that one of the three
algorithms performs wellvhile the other twoalgorithmsneed aminor adjustment The social
features werehardlyused.
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1 Introduction

In the last couple of decades the possibilities to read néase multiplied. While
previous generations mainly reatie news inthe form of printed newspapers, most
people are nowadaywwith the rise of thelnternet, complementing their quest for the
latest news stories by reading news onlifde hternet has become aibiquitous and
live source for news that lets people choose the rseproviderand the newshey like

In recent yearsassmart phonegroliferated, more and more people read the news on
their mobile devicesThis trend togetler with the emergence of a fagfrowingmobile
app market brought aboua new kindof news readerapps called news aggregators,
which unify the news of different content providers in a single afdthoughmuch has
changed in terms of news presentation technology, the way people search for
interesting news is still the same. Therefore this thesis aegl new ways of
discovering, reading anahnotatingnews.

This thesis aims at buildina novelmobile news readeapp that recommends news
based onii K S sdaéh&viwdd pattern when reading newd he news application is built
along three principles:

1 Independence: The application shoulbe able to provide newsfrom
various content providers without the need of having to
conclude contracts with each news provider. Thus news
providers can becomfortably added and removed
However,one must care of complyingith copyright laws,
while trying to reach independenceThe copyright
problem is sidestepped by having the phone download the
ySsa I NIAOES FTNRBY (KS ySga LINROIAR

1 Easytouse When developing an application that should be widely
used, it is aucial that the user interface is intuitive, clean
FYR &AYLIX S® ¢KSNB akKz2dzZ RyQid oS i+
and the functionality of each button should be obvious.

1 Social The application should include features that enable users
to express themselves by @r$ing comments right into
GKS FNIAOtSQa GSEG | yRTheé & LINRLRA
comments will be visible for other users andn berated
up or down.




1.1 Discovering news

Mainly peoplefind interesting news by browsing through a collection of news artitles.
might be a proveative headline, a neat image or just the topic thaatches their
attention and induces them toeadan article. The task of searching for interesting news
is cumbersome and timeonsuming. The problem exacerbates when pea@arch for
news from several sources that specialize particular topic. Another inconvenience is
that news from different news provideese presentedslightlydifferently.

The stated problems underpin that there is a need for a news reader application that
simplifies the life of its users by aggregating news from various sources and, topligs

to recommend therelevant news that the user likesThe news applicatiorwould

behave like a live newspaper that adapts its selection of news articles as the user reads

and browses through the new®lthough the application should display news that
conforms to the detected intereststhe recommender should be flexible enough to
Fftf2¢ F2NJ OKI y3S 34Athg saiiekiBe tderesdvdmandex shoulsl K& a 0 & @
capableof recommending popular newsvhile old stories should be discarded.

1.2 Our contribution

In this thesis a mobile news application that introduces a novel way of discovering and
annotating news igleveloped In particularthe thesis addresseshe lack of currat

news applications to provide the user with news matching his interbated on his
behavior with presented news articleghisdeficiency is surmountetly implementing a
contentd &SR ySga NBO2YYSyYy RSN imphck odbach@hyled A RS NBE U K
reading newsThe news articles are categorized cxymputing the worddocumentco-
occurrence matrix which is subsequently fed #o probabilistic algorithm.This
computation is done in an offline fashion and repeated in regular inteteatake into
accour freshly fetched articlesThe news recommendations are computed on the fly
using the categorization information calculated earlieFFurthermore the mobile
application introduces features that allow users to comment articles in a newthedy
should encotage users to express themselves

1.3 Thesis structure

In Chapter 2 the thesis opens withbpics related to building a news recommender

system.An introduction to news recommender systems is given, followetkblgniques

to categorize documents Further, receh news applications are presented.
Subsequently, Chapter 3 outlines the main design decisions as well as the challenges.
Afterwards Chapter &£ @ f dzr 6 Sa GKS NBO2YYSYRSNJ adaidsSvyQa
summarizeshe results andhighlightsthe lessons learné Finally Chapte6 gives an

outlook on possible enhancements.
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2 Related work

Building a news recommender system involveariousfields such agnachine learning,
information retrieval and natural language processinghis chapterbegins with an
introductory discussion aboutrecommender systems and document classification
techniques At the end of the chapter curremhobile newsapplicationsare introduced

A focus is on news applications that have a way of recommending news.

2.1 Recommender systems

Recommendesystems suggest items that are of interest to a user based on both the
dza S NI dand éMRifhér toBimunity data or the description of an iteim.his work

Gl @0oNAR wSO2 Y ¥yShyey SnNExpetiraeiitfl MRobin Burke @tinguishes

five different recommendation techniques: collaborative filtering, contbasted
filtering, demographic filtering, utilifpased filtering and knowledgeased filtering.The
most popular techniques are collaborative filtering and contbased filtering.
Demographic filtering methods assign the user to various groups with different
characteristics. Knowledge I a SR aeadSvya adzZaSad AdSya YIFGOKA
preferences. Utilitbased systemsy to recommend the best available option éare

not pursuing the aim of building lofigrm generalization about the user.

Contentbased recommendersely on the classification of itemssing features found in

GKSY® ¢KS dzaSNNRa AyiSNBadga NS AYyFSNNBR o6& O2
user rated. Thus the user can be provided with similar items matching his preferences.

bSga FALGSNAYI Aa | OKASOSR od&dnaamplyaald KS | NIA
contentd F 8 SR NBO2YYSYRSNI Ol y o0 Basetl Finfil) foky a! &AYy:
Recomn$ Y R I {{2}. A yohtentbased recommender has several drawbacksefirst

problemis over-specialization, which limits the user to content similar to what he has

already rated.By adding some randomness to the recommendatagorithm this

problem can be alleviated. Another problem consists in the gathering of enough
AYF2NXYEFGAZ2Y G2 Of SI NI & RSUGSNYNYsers dokh& dzd SN &
provide feedback on items, their recommendations will yield a poor qualityo a

contentbased recommender cannot infer future interests of the usBenefits of

contentbased methods encompadbeir ability to recommend new itemsr their

capability to recommend unpopular items to user with unique ta$sgs

Collaborative filtering techniques build knowledge about items by collecting ratings of
AGSYa FNRY (KS todgabSeNuRitlyreComniveridzgens fiosthat similar
users likeOne of thefirst recommender systesiwas an experimental mail $gm, built

in 1992, usingcontentbased andcollaborative filteringtechniques, which record
reactiorsi 2 A GSYa TFNRY ( /P ThdzmySaidwadev@ippeédtodiifek i &

3]



out the important mailsfrom a vast number of mé& coming fromi K S  dz&ithyl a

lists. ! YI'T 2y Q& &/ dzaG2YSNB 6K2 062dzAKG GKAa AGSY
enhancel collaborative filtering method calleditem-to-item collaborative filtering,

which was found to scale well while producing high dquatecommendations and

preserving itsfast response time$5]. Another example of aaphisticatedand highly

scalable ollaborative filtering method which was applied to Google News is described in
GD223tS bSsga {ONKEZ2GIESAITHYIARYWS [ Blf While 2 NI G§A DS
collaborative filtering techniques do not suffer from the problems of contemsed
recommenders, they exhibit problems of their owRollaborative recommenders

cannot suggdsnew itemsuntil another user rates it or specifies which other items are

similar to it. This issue is known as the cold start problekisoif a user has unseen

preferences thatdo not conform to the aggregated ones from other users, he will not

be satidied with the quality the recommendationAn advantage of collaborative

filtering is its suitability for different kinds of items including text in various languages,

movies, songs, restaurants.

In an attempt to build a recommender system that exhibits #twantages of content

based recommenders and collaborative filtering techniques new breed of
NEO2YYSYRSNE OF f f SR ,hick comings the &vO dethod®gsR S NE £
developed¢ KS aiddzReé a1l @80NAR 2S00 wSO2YYSYRSNI {2aiGSyY:
various hybrid techniques and claims that their performance is gpgd As the
NEO2YYSYRSNRAa LISNF2NXIYyOS aArAayAFTAOLyGf e
it is not trivial to state which algorithm is the best foriaen situation.

SLISy

2.2 Document classification

In the context of this thesis the focus i®n automatic document classification
techniques.These techniques can be further split into supervised, saipervised and

unsupervised methodsiSupervised means that thealgorithm learns how to classify
information by processinglabeled training data Thus the wished outcome of the
classification process is known in advamndagich standsn contrastwith unsupervised

learning methodsAs many document classification tecues have been elaborated in
the last decades, this section walhly coverthe basics of déiny fraction of them all.

Support Vector Machines (SVM) aae@ example ofsupervised learning models that

separate data pointinto two setsby finding an optimahyperplane.This conceptcan

also be extended to patterns that are not linearly separalfleformal introductory

discussionOF'y 06S F2dzyR Ay a! Cdzi2NA I 2y { dzLJLI2 NI
w S 02 3 yby Ghrigoghier J.C. Burgi®. This work also mentions sevethitations

of SVM. The speed limitation is only partly solved and requires two training passes.

4]



CAdZNIHKSNXY2NBE GKS GGNIAYyAy3a 2F @GSNE I NBAS RI G2
0 KS I dzii K2 Nthebptimal dedign dfnuliiclass SVM classifiera further area
2F NBaSkNOKE @

Decision tree learning is aocument categorization methodthat works with

classification trees, which enable to infer the category of the document by traversing a

tree from the rootdown to the leaves and at each node following the branch that
YFGOKS& LINRPLISNIASas: 2F (KS R2MhxygBdgedigba O2y G Sy i
tree learning is by definition a supervised classification method, it has been proved to

lend itself to unsipervised classification tof®]. Despitethe Y S K2 RQa FF ad RFGF
properties even with large data set$ does not a good candidate for classifying nefvs

study evaluating the performance of different document clasgifo;n methods with

German texts found that decision tree learning does only qualify fordmaensional

data[10]. In May 1976, Laurent Hyafil and Ronald L. Rivest showed that the construction

of an optimal binary decision tree NRcomplete[11] and thus likely of nospolynomial

time complexityID3[12] is a notable example of a decision tree generation algorithm.

Naive Bayes classifiersare supervised probabilistic categozation techniques that
usuallyestimate the most probable class by making uséid¢ S . theér&mia@d by

applying the maximum likelihood method\lthough the presence of individual class

features are assumed to be independent and despite e R S prababilistic

simplicity, the Mive Bayes classifier has proven to be a reliable tool in spam filtering

[13], medical treatment optimizationgl4] and systems performance managem¢nb].

brA@dS . 1e&8a Aa y2i0 ¢Sttt adzAidiSR F2NJ GSEG Ofl aa
t 22N ! AadzYLWiAz2ya 2F b l[IB@PBhich HainSsthe fdatiresi / € | 8aA T
assumed independence andhe negleced consideration of term frequency

distributions

Unsupervised classificatiomethods, which can perform document clustering without
anysupplementan S EG SNY I £ Ay F2NXI GA2Yy S T NB LINBASYiGiSR A
I NIHAOES SYOSRRAYy3IE D

2.3 News applications

Many news applications exist for the iPhone and for the Android platfénoleed &

major news providers like CNN, Reuters and New York Times have their own news
application. These apps provide the same news that can be seen by visitiSgRHe (i 2 N2 &
web site. The benefit of using such an app that the news ispresented in a way that

makes reading th@ more enjoyable on a mobile devick addition to only presenting

the news nicer, news aggregators like PJlké|, Flipboard[18], Zite[19] or News360

[20] are able to combine the news from multiple sourcd2ulse is not showing

5]



recommended storieshbut only displaysrecent news from various RSSfeeds hand
LA O] SR o0& t dzfThuS Bé PuReSapStois IdisvNIo a fatogking news
aggregator.

Flipboard, whictwas like Pulse first released in 2010, mixes ndxsn social networks

and international newsto present them in a magazidike format. Ctf A LJ6 2 F NRQa G/ 2 @S
d02NAS&a¢d NS OKz2aSy o@é lylftelaya GKS dzaSNDa o

might be interested in.As any documentation is unavailabld, i unclear which

Ff32NAGKYA INBE o0SAy3 (F 1Sy 2&RINIyE G ANER 258 (1525 A

CAJddzNBE M aKz2ga CftALIB2FNRQaA K2YS &aONBSyo

Dver St()nes

Featun g Eric Cahun. ',om Watson, Th@?

Figurel: Flipboard home screen with cover stories

Emerging from research athe | YA @SNBRAGE 2F . NARGAAK [/ 2f dzYoA
Computational Intelligence,he Zite news appwas built ona solid machindearning
foundation previously used to tag web sit¢®1]. Zite finds the interests of the users by

6]



AATAOAY3 O2yGSyld FTNRY GKS dzaSNDRDa ¢gAdGGSNI 2N C
anayj S& (KS dza Sheddealing Svikhl adsklécivih of storigs infer which

02LIA0& | NB U(KS dza S Milzésthe liked andiisites erstakriButel LILJ £ & 2
to news articleg22]. CNN has acquired Zite in AugRel11.

The newredesignedNews360 iPad app, which was released in 20082 attempts to

figure out the interests of the userby letting them select categories, by analyzing the

content on social networks and by evaluating itheehavior withpresentednews|[23].

News360 looks at which news the user selects, how long users read news articles and

how deep they go on articld@4]. ¢ KS y Sg | LILIQ& dza Désltified:id SNF I OS K
Figure2 shows he home screen

‘
Bl x ©° @ » ©® 6
“Home ' Top Steeles  Local News Science Technology OGoodMNews  Video Games

Game of Thrones® Season 3 ¢
Shoot in Morocco

A look at BlackBerry maker
Research in Motion

C.*';;.;',]'r. VCs still have ove fc
the Golden State

Figure2: The new News 360 iPad agSource iTunes)







3 Architecture

The news recommender system consists of a sdiharrecommends news articleand
a mobile clientthat displays them The following subsectiondescribe the design
process, thedecisionghat have been taken as well #se challenges andomedetails
about the implementation

3.1 Server side development

¢ KS ASNISNDa Yo thél dn@ yandihie seiver ntis? iedRiErly fetch the

newest news tries and on the other hand it has to listeto requests for
recommendationsThe two tasks arechievedby individual applications, in fact the first

Rdzo 6 SR (GKS abSé¢a FF3IINBIFG2NI FyR OFGS3I2NART SNE
dS02yR OAYYSRRIGWSY Sy3IAySé Aa | aSia 2T aSNDt

N>

Although the servlets and the Java applicatlave separatedcontrol flows they are

using the same databasf@he servlets are accessing database tables that the Java
application is manipulatingln particular wha the servlets compute distances in the
multi-dimensional Euclidean space there could be scenarios in which requested data is

y20 &S0 FT@FrAtlIofS 2N 32Ay3 GKNRAAK 'y dzLRIE
until the database is fullppdated is not an option, another solution needed to be

found. Simply initializing the coordinates with the value zero proved to be a good

solution since the updatef the records just lasts for about Eecondsand the induced

error introduces additional randomness into the recommendation algorithmThe
AYRdzOSR SNNEBNJ Aad avYlftt o0SOFdz&aS dzZJRIGSa G2 GK¢
and therefore the number of newly added articles is only around 3 @rticles, which

are not going to have a significant impamh coordinates computed froma collection of

yQnnn FNIAOEtSaod

c
w

3.1.1 News aggregator and categorizer
The operation ofa b Sga | IANBIF 2N FyR OFGSI2NAT SNE O2)
which are executed sequentially:

1. Extractinglinks tothe latest news articles from BSlocuments of various news
providers. The list of links to the RSS documeseconfigured in the program
code and can easily be modified or extended
2. Downloading the news content using the links of the previous step. Followed by
the extraction of theactual news content: title, URL of the main article image,
I NIAOt SQa GSEGZ IdziK2NJ 2F GKS | NIAOfSo
3.5802YLRRaArldArAzy 2F GKS NIAOtSQa GSEG Ayidaz |
stemmed
4. Computation of the woredocument ceoccurrence matrix

9]



5. Categorizationof the news content by feeding the woxbcument ce
occurrence matrix to an implementation of the PLSA algorithm

This operation is scheduled for execution on a regular b&sigire 3illustrates the
operation of the news aggregator and categorizer. tepdive the probabilities of an
article belonging to a specific category is listed on thedefeof a class. Note that for a
specific articlethe sum ofthe probabilities that this article belongs to a certainlass,
computedover all classes is equa one.

1 AE

win i | win ] win

oy medal medal
medal i | moved i | move
moved ‘ competitors * competitor

R
competitors

Extract links Download web sites Build word list, | Stemm words |
from RSS feeds and extract the articles’ remove words :
texts foundin stop

words list

5]

Class1 Article 1

Class 2
Class 3

Class4

(CIESES R Article2 |

Categorize the news Compute the word-document co-occurrence matrix

BEEE

Figure3: Operation of the news aggregator and categorizer
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3.1.1.1 News retrieval

Before staring to fetch any newsone must think about where to get them from and
which newsare beingfocused on. We decidedo focus on intenational news, because
our mobile application will be available globally and we would like to treat all our users
equally wherever they are. It is not feasible for us to provide locasipecific news to all
users, as we would have tocludemajor news povidersfor every conceivableountry.
Further,if only a subset ofiserswould receive targeted news specific to their locatjon
they could possiblyiike the provided news more or less than the other uséhsis
biasng our evaluation of the recommendatioalgorithms.As our application will be
used globally, it will only prodé news in the English language from popular news
editors. Among others topics include politics, business, sports, entertainment and
technology.

The social media monitoring compangeiidiction S.A. gave us accesstleir service
named Talkwalkerthat allowed usto receive up to date, structured and sanitized news
content from the sources we configured. fact their structurednews articlecontent
subdivides a news article into tit/eext, published dateinflurank and other metadata.
The influrank information is a measure of importance, which considers the relevance,
visibility, engagement and quality of an arti¢®5].

Initially the Talkwalker technolggwas used on the server to aggregate news content,

only to be replaced later by our own news retrieval and content extraction technology.

By using our own technology, the developed news recommender system is independent

and our content extraction technicu allows a much more finegrained and

OdzaGi2YAT I 6tS SEGNIOGAZ2Y 2F GKS I NIAOfSQa St S
¢CHf16Ff 1SN R2SayQid NBGSIt Iye RSGFAfa Fo2dzi
is crucial for the content extraction oiie phone.¢ KS Ay FT2NX I GA2Y | 02dzi GF
structure is defined by the extrVersion number explained further in the next section.

As already mentioned the latest news stories are found by regularly checking a list of
RSS documents. If new links are disred in an RSS document, the news article is
downloaded and the content is extracted. This technique could be problematic, as news
stories that are updated and do not change their URL will not again be updated on our
server Fortunately updates to a nevesticle will not completely change the meaning of
that article and therefore our contedbased recommender can still ensure a correct
operation.

11



3.1.1.2 News content extraction

Many techniques have been evaluated to properly handle the task of news content

extradion. This section presents attempts to extract news content with several tools

and explains the adopted choicd&lews content extraction aims at taking out the
SaaSydAalrt LINIH&A 2F | ySga | NEmoapiodersiéR Y (G KS 1y
essentiallp NI & Sy O2YLIl da StSYSyida aldsOK O &S (KRG Ki2ANXD &
name. Furthermore the content extractor should be fast, should run on Android and

should becustomizable in order te@ut out arbitrary information from a wide range of

web sites

Boilerpipe [26], which was first testedis a Javalibrary that is able toextract the main

textual content from a websiteising algorithms thaare based on concepts of the paper

G. 2AE SNLI I GS 580S00 K 220 GzAIthgUgh tHe Mbrafyfisfast, ¢ SEG CS|
AAYLX S (2 dz&aS FyR dzadzZtt& | OOdz2Ny G4SsE Al R2Sayc
cumbersome and theeturned text contains all the extracted information in a single

block.

Web-Harvest[28] is anothermore powerful Java library that allows scraping content
from websites. The library can beomfortably included in Java projects and is
configurable throughextraction instructions inrXML files.This souds like the perfect
tool for our undertaking, but unfortunatelyveb-Harvest could not be made to run on
Android.The library is also too heawyeight for the use on a mobile device.

Another option is to build our own scrapefhe task of scraping can bevidied into
several stages, involving the download of the HTML content, a subsequent sanitization
and DOM (Document Object Model) parsing process and finally the selective extraction
of content from the generated DOM. Many libraries existgerform the fiist two
subtasks, the most prominent of which are TagSoup and jSoup. [836lipvas chosen
because it also supports CSS and jQuikeyselectors and runs on Android. This choice
narrows down our remaining work to systematicaflytting out information of the
generated DOM. Such an implementation has been developedhyiriik Buchein his
G2N] AGLYF2NXNIGA2Y FYR 9YGSNIFAYYSYHis! LILIX A O G A
implementation being platform-indepencent, runs on both Android and iPhonelhe
platform-independence is achieved by writing Java code using the Google Web Toolkit
(GWT)[31] which translates the code to JavaScrguide and the latter is then fed to
PhoneGap wich generates an iPhone and an Android afiperefore his code had to be
translated from GVT code to standard Java Coddis code heavily relied on theVd
library GWT Querj32], fortunately jSoup was found to be a perfect rap¢ment. GWT

12]



Query, is a jQuery clone, which was primarily used in the GWT implementation for its
ease of use to deal with CSS select@@sup is compliant with the exact same selectors.

Moreover some websites like Gizmodo.com build up the main page obrivg
manipulating DOM elements. To extract the main page content, the scraper must
render the page after downloading it and befgparts of the DOM are extractedh&
renderingissue wassolvedby creating aC++Qt [33] consoleapplication thatloads the

web page in &t WebViewto getthe rendered DOM from ifThe Qt application is called
from the Java program, writes the rendered DOM to a file which can in turn be retrieved
by the Java program to extract content from\i¢hat further increases the compléy of

this solution is thev i O2y a2t S | LILX AOF GA2y Q&ince/iIESR  FT2NJ |
encompasses WebView So asd run the console application on a headless production
server the tool Xvfb34], which emulates a virtual window system by performing
graphical operations in memory, was put to u3dis solution was not adopted in the
final implementation of the server since there are only few websites that make use of
JavaScript to display the mainrdent on their page and secondly theews extraction
process would have taken too much timedund10- 15 seconds per article).

Our scraper requires XML configuration fiteat give instructions about which contents
should be extracted. However news piders may have a different page structure for
every news topic they serve. Therefore the configuration files reside in folders with
names specific to their news provider and are named after a number called extrVersion.
This naming convention makes it pids to have as many configuration files as there
are differently structured news pages for a single content provider and also allows
serving configuration files ofdistinct extrVersion numbers independent of the news
provider.

When a new article is addeil 2 2 dzNJ 8 SNWSNDa RIGFolasS GKS SEGI
needed configuration file to extract the content of the page, is also stored. Each RSS

feed of a news provider links to news content of a specific topic, it may be that the page

structure varies aass those topics. It was observed that most of the time the page

structure of news content indexed within the same RSS document was the same. Thus

for each RSS document that is followed a configuration file must be provided that is able

to extractthe newscontent

3.1.1.3 Word counting and stemming

l'a EtNBIFITRe 2dzif AYSR SINIASNE GKS FNIAOfSQa GS
filtered, the remaining words are stemmed and the article is finally categorized in the

last stepwhich is discussed in thelfowing section
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The list of words is filtered by excluding words that are found in a stop wordd fist.
stop words list consists of words that do not directly contribute to the meaning of the
processed text and can therefore be omitted. The list opstwrds includes words like:
the, a, or, andwe, necessary, likely.

Stemming is the process of reducing a word to its root fdins necessary to stem the
FNOAOESQa ¢2NRA FT2NJ GKS &adzoaSljdsSyid 200dzNNBy
significantly reduceshe number of different words found in the text and also ensures

that words having the same meaning are considered as starhexample, the stemmer

g2dzf R GNIyaF2N¥Y (GKS g2NRa aaiAydaé FyR aaiAydairy
G Tt ASa éThelParter GErimed38] was selected for the task as it is the most

prominent and mostwidely used English stemmer. MartiPorter, the developer, has

also released an extendegtrsion of the originastemmerapplicationwhich iscapable

of stemming words from various languages including French and German.

The word counter builds up the worbcument ce2 OOdzZNNBYy OS YI GNAE® ¢KS
columns stand for the documentarticles)and the rows for the words in theoncerned

documents. Each entry in the matrix assumes the number of occurrences of the

pertaining document and word. The matrix is generally very sparse and will therefore be

represented in memory by only retaining naero values.

To speed up the word processing of the aditéxts, all database operatiommsly take

place beforeand after the processing of the articles the beginningthe complete list

2F g2NRa FTNRY (KS ¢g2NRa GlFo6fS yR GKS | NIAOf
loaded into the memoryRightafter the processing of the articles the result is written

back into the databasé& his technique requires the creation of data structusesilar to

the rows of the articlewords tablandthe rows of the words table, additionally tidata

structures must propeyl increment the wordIDs. This improvement tremendously

boosted the mrformance bringing dowrthe processing tm& ¥ M Qc p to thleeNIi A Of S &
minutes from originally 3Binutes.This is mainly due to the wasteful usageepeated

database queries that chked if a word already existed in the word Jisvith the

improved technique the chedk done ilfmemory.

3.1.1.4 News article embedding

Embedding news articles in a mudimensional space paves the way for subsequent
news similarity analysesAs the columns ofhte worddocument ceoccurrence matrix
can be thought of as higtimensional vectors for the news, the article embedding
algorithm might be able to find a lowelimensional embeddingviany techniquesexist

for the task ofalgorithmicdocument classificationwWhile Chapter 2 discusses several

14



classification techniguethat were evaluated, this section preserthe method that was
selected for the implementatiotogether withrelated considerations

The document classificatio S K2 R Ol f SerBaRtic IR SHEiiAS/yAléis aBK A OK

known asa [ | (B8ndriiic Analysig (LSA)36] tries to find out the hidden meaningf

co-occurrence data.The main idea behind LSA consists in computing the cosine

similarity between documents to assesevh related they areThrough singular value

decomposition (SVIYSA finds a lowank approximationClassificatiortan be achieved

by queryinga documentfor pseudedocument vectorswhich arerepresentative of a

specific categoryl.SAwhich was first degted in 1987 has beerat the basif a more

St 02Nl SR GSOKyAljdzS OFfftSR atNBoOolFloAfAAGAO |
which was proposed byrhomas Hofmann, boasts a sokthtistical foundation and

defines a proper generative mod¢B7]. Automated document indexing is achieved

GKNRdAK t[{! Q& dz&al 38 2F | 3ISYySNI AkdySR 9ELISOI
AGNBYy3IGK 2F t[{! Aa AGQa & dzARLSAScdlds fingadly F 2 NJ LINE C
with the number ofdata points and the number of latent classes.

Being published in 1999, PLSA has been appliecatimus problems. Itspower was
demonstrated in areas such asdocument indexing[38], topicbased document
segmentation[39], image auteannotation [40] and image analysif4l]. The stated
benefits of PLSA, especially its good scalability, prompted us to use it for the
classification of news.

A R.SA implementation in Ci#which has been developed by Samuel Weltenhis
Master Thesis entittedi t SNE 2yl f AT SR hNBEIFYAT FGARMZ, 2F adzai O
was used to classify the news storighis implementation requird the worddocument
co-occurrence matrixthe number of latent classeand the number of iterationss
input arguments.In the ideal case the PLSA algorithm would iterate until the log
likelihood of the PLSA model converges. As an exact convergence mvghthappen,

an appropriate number of iterations mushus be supplied.A simulaton of the log-
likelihood of the PLAS modelin which the number of classes was varied from 0 to 500
(Figured), revealed that the lodikelihood function was strictly monotocally increasing
and that anumber of latent classegreater than 100 was unnecessary. Therefore the
number of latent classes was fixed to 1@0ter the PLSA processing, the news articles
can be represented in a mulimensional Euclidean space&hich alows to measure
distances between articlas orderto assess their pawise similarity. Theembeddingin

the Euclidean space is a premise for the recommendation algorithatsare treated in
detail in the next section
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Log-likelihcod of the PLSA model with 1'650 articles and 18'996 words
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Figure4: Loglikelihood of the PLSA model as a function of the number of latent

classes

3.1.1.5 Database structure
The database is made up of the following 12 tables:

1 articles Stores the articles together with the extrVersion
number

i articlecateyories Saves the articlézoordinates in the Euclidean
space computed by the PLSA algorithm

f providers al LJA LINPQGARSNLS G2 | LINRPOARSND

1 articlewords Contains the table representation of the werd
document ceoccurrence matrix.

1 words Saves the word list and maps wordlDsatords

1 wordcategories Recordghe word<xoordinates in the Euclidean
space

1 users Lists all the users with their usernames and IMEI

1 userrating Contains the ratings of all rated articles

1 articlecomments Saves all the comments with their positionthe
I NIA Ot SQa GSEQ

1 usercommentrating Has the ratings of the comments

1 usertitles Stores the headlines proposed from the users

1 usertitlerating Records the ratings of the usertitles
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3.1.2 Recommendation engine

The recommendation engineomputes recommendat2y a o6l aSR 2y 020K
preferences of already rated news articles and the news coordinates in the-multi
dimensional Euclidean space. Initially, when the user first requests a recommendation,

his interests are unknown, forcing the recommender to cté®@ random articleThis
insufficiency of information about the user is known as the cold start probkesnthe

user rates news articledis preferences become clearétereby improving the user
dependent perceived quality of the recommended contefihe choice of the rating

method is another factor that significantlyinfluences the quality of the
recommendationsThe rating method tries tealculatea measure ofnclination for the

0K

LINBEAaSYGiSR ySga I NIAOEf ST WefourdarmtSduang the G KS dza S N.

FY2dzyd 2F GAYS | dzaSNJ alLISyRa 2y | ySga | NIA
interest in that piece of news. More on the discussion of finding an appropriate rating

Of

YSGK2R OFly 6S NBIR Ay (KS &aSOiGAz2y awlidAy3a YSi

Furthermore, thenewsrecommendationsystemshould filter out duplicates in order to
prevent that the user gets the same news story more than once. Filtering the news
stories by URL proved to be a sufficient method to handle the issue of duplicates.
Additionally one coulchave excluded news stories that are too closely related to an
already rated story.

The recommende€2d & SNIIt S DS (0 wépabk Yo Geliveringl tudtigle A a
recommendations in a single respon3éis functionality is used on the mobile device to
more quickly fetch several recommendations while buffering the news articles. Without
any further precautions it might happen that the recommender suggests the same
article more than once, the reason being that the articles in the buffer have not yet
been ratel and as he recommender has no way of knowing that those articles have
already been proposed, they might be recommended again. To avoid such an unwanted
behavior, the recommender records the recommended articles by saving them in the
database with a ratig of zero.When the user later rates the article the rating value is
overwritten. If the user does not rate the recommended articldse valid field of row

with a zero rating is automatically set to false after a timeoutaofew hours. The
persistence © zero rating could otherwise negatively affect the quality of the
recommendations.

A recommendation is an XML document composed of one or more sferpents

GKAOK O2y Gl Ay FOGGNROdzI Sa f A th&contektProvidsi® A Of SQa
name, the published dateand the extrVersion number that identifies the extraction

instruction file suited to extract the news content from the web patyethis way no
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news content is distributed from our servers and the mobile device can source the
contentfrom the news providerThe story elements from the GetTagRecommendations
servlet additionally include the keywords from the recommended articl®re
information about the recommendation servlets can be found in Table 1.

3.1.2.1 Recommendation algorithms

The re&eommendation algorithms should be capable of suggesting news that are

matching the interests of the user, are popular among dliger users andre not as old

Fa OGKFG LIS2LX S R2y Qi SGlalydsithmsadepdzsented ety |y & Y2 NE
which basicallytem from three different algorithms thatan optionally be randomized

in the last phase of thie three phasealgorithm.

' FGSNI SFOK FEIA2NRGKY RSAONALIIAZ2Y | FAIdz2NBE At
reasons ofresentationsimplicity the articles & presented on a two dimensional grid.

Articles could be placed anywhere on the grid, but to make it easy to measure distances

the articles occupy positions at the intersection of vertical and horizontal liBksk

dots mark rated articleswhereasblue dots indicate randomly selected articlélsat

have not yet been rated by the usefhe article that is selected at the end of the

algorithm is shown with a red squaaeound itsdot.

Algorithm 1

1 Select n articles randomly among all articles thave not ¥t been rated by the
user.

1 For each of these articles choose the nearest rated article and assign its rating as
a score to the current article. If there is more than one nearest article, the one
which has the highest score is chosen.

71 Of all the random artles recommend the one which got the highest score
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Figure5: Algorithm 1

Figure SRSLIAOGAa G! f I2NARGKY mMéd . fFO1 ydzYoSNB adl -
article, while blue numbers denote scores of randomly selected articles

Algorithm 2

1 Select n articles randomly among all articles thave not yet been rated by the
user.

1 For each of these articles look at all ratedides in a radius of distance, R
computetheir average rating and assign it as a score to the currerdlerti

1 Of all the random articles recommend the one which got the highest score
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is searched for rated articlesvhich are subsequentlyusedto compute the average

rating.¢ KS F @SNF 3S NI GAy3I Aa NBLINBaSyiSR o6& GKS
dot.

Algorithm 3

1 Select n articles randomly among all articles thave not yet been rated by the
user.

1 For each of thesertaicles look at all rated articlegn a radius of distance,R
compute their average, adtb this averagel/2 times the average ratingmong
all users othe current article and assign it as a score to the current article

1 Of all the random articles recommdrthe one which received the highest score

The third algorithm is the only one that additionally considers the feedback from all the
users therebysupplementing the recommender with flavor of collaborativefiltering.
The operation of this algorithm is @wn on Figur&/. The numbers, dots and circles have
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the same meaning as on Figuretalf the average rating of an articemongall users is
identified by the green score¢. K S adzy 2F 'y I NOAOf SQa 3INBSY | yi
the actual scoravhich decides orthe recommended article.
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Figure7: Algorithm 3

As mentioned aboveall of the three algorithms can be varidy randomizing the last
step, which can then be formulated as follows:

1 Recommend randomly, with probabilitiggoportional to the score, an article
out of the random articles

When choosinghe random articleseach potential article candidate is selected wiitie
same probability out of the pool of available articleg€very article will only be
recommended oncedr each user, this ensures that users never-epdwice with the
samearticle and once that the user has rated all the articles he will not be given any

recommendations anymore.
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sandwiched betweerphase two and three. The older an article is, the smaller the
scaling number gets. A finer article grading is obtained by defining multiple age
thresholds For example scalarticles older than one day by 0.5, those older than three
days by 0.25 and finally those older than a week by Dhls solution still allog/older
stories to berecommended but diminishes the probability of such an event.

For ewery recommendation request the recommendation algorithm is randomly
selectedwith each algorithm having the same probability of being selecténd benefit

of choosing the algorithm on the server is that we have more control over which
algorithms are usedThis is not the case for the mobile app, asny users do not
regulaty update theirapps which makespropagatingchanges in the mobilapp a
lengthy undertaking In the final recommenderimplementation only the three
recommendation algorithms with a detministic third phase wre retained The
number of algorithms was decreased in the hope titahight render the results of the
performance evaluation of the algorithms more meaningiiil the case ofa small
amount of rating data from the users.
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3.1.2.2 Servlets

Theservletsin Table lhave been implmented to fetch recommendations.

LIK2y SL5

articlelD:

b NJY
(String)

articlelD of the rated artic
or -1 if nothing is to be
rated (int)

time: the amount of time spen
on an article in 1/10 . .
. Rates a single article and
GetRecommendation ) seponds uy : returns one or more
recommend: if a recommendation .
recommendations
should be returned
(boolean)
algo: the algorithm that was u
to recommend the article
that is to be rated
number: the number of
recommendations to return
LIK2Y SL5b NY
(String)
articlelD: articletid the rated article
or -1 if nothing is to be
rated (int)
time: the amount of time spen( Rates a single article and
on an article in 1/10 returnsnumber
seconds (int) recommended articles
recommend: if a recommendation andnumberrandom
GetTagRecommendation should be returned articles together with
(boolean) three keywords for each
algo: the algorithmttivas used article. The keywords
to recommend the article | consist in words from the
that is to be rated (int) article that have the
number. the number of highest occurrence count

randomselected: whether the article that is

recommendations to return

(int)

to be rated was a random

one (boolean)

Tablel: Recommendation servlets
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The social featres rely on the servlets from Table 2.

LIK2Yy SL5b NY

(String)

I NI AOf SL5Y

LIK2Y SL5b NY

(String)

0dKS
(String)

LIK2Yy SQa

the new username (Strin

LIK2Yy SL5bNY

(String)

I NI AOf SL5Y

G§KS dzasSNna O

the position of the
O02YYSyi
text (int)

LIK2Y SL5b NY

(String)
the current arOf S Q&

dza SNI A Gf SY

GetSocialData
GetUsername
phonelDNr:
UpdateUsername
username:
PostComment comment:
position:
PostUsertitle articlelD:
phonelDNr:
RateComment commentlD:
rating:
phonelDNr:
RateUsertitle Us?rt'ﬂelDi
rating:

Table2: Servlets for the social features

headline (String)
0KS LK2ySQa
(String)

GKS 02YYSyidQ
NFGAy3 F2NI G

comments. Up or down,
respectively 1 or O

0KS LK2ySQa
(String)
6KS LINRL}RZaSR

rating for the u§ NI &
headlines. Up or down,
respectively 1 or 0 (int)

Ay 0

Returns the comments
and proposed titles for a
specified artite. This
servlet is used to refresh
the social information of
articles stored on the
mobile device.
wSGdaNya GKS
username associated witl
his IMEI number

Updates or sets the
username of a user

Adds a comment to the
database

Adds a headline,
proposed by the user, to
the database.

Rates comments from
users

Rates headlines from
users
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3.2 Client side development

A mobilenews readerapplication for Android devices was developed to visualize the
NEO2YYSYRSR ySga I yR RSheSapglicationKt&getszandbid a Ay G SN
phones but also works on Android tablets. Because the news recommender identifies

GKS dzaSNDRa Y20AfS RSOAOS o6& Al0a La9lL OLYyGSNyl
the recommendations given to tablets, which may not have an IMEI number, are not

accuate. Nevertheless the IMEI number was choserdentify the usersince retrieving

the device ID might not reliably work on all deviegsl is even subject to change in the

cas of a factory reset.

The applicatio®@ architecture conforms to the Model View Controller (MVC) design

pattern. MVCprescribes a clear separation between the controller, the view and the

model of the application. The controller is responsible for cap@irini K $ admns NI
AYF2NY (KS @OASg | o62dzi GKS FOOA2ya FyR dzZLRIGS
O2yairada Ay Yrylr3aAay3a GKS @GAradzft LINBaSyidaladAazy
action is confined to the applicati@business logid.his gparation of concerns renders

the componentgeusable and more flexible.

The mobile application communicates with the server by sentii@PGET or POST
requests and receiving XML documents as a respolis¢he network communications
are running in backgR dzy R G KNBIF R& dziAf AT Ay Andréid/ RNRPARQA
mandates to perform the execution of lofrgnning operations, which could potentially
block the user interface, in a background threddherefore the database operations,
working with the builtin SQLite database, are also executed in a background thread.

3.2.1 User interface

From the very beginning the aim was to build a mobile application with a very intuitive
and easy to use user interface. The news articles should be presented with a clear layout
andthe content would only include the news content like the title, a meiticle image

0KS Lzt AaKSR RIGBSYRIKRS LINB @20ORGBIR st ¥& (G SEG @
was conceived to load and show a single news article at-sfartBy dragging the
current article to the left, the nextecommendedews story situated oits right would

show up. To get back to read articleswbuld suffice to drag the current article to the
right. Such a natural way of browsing through the news should permit thesuser
discover news without having to take any decisiofgure 8 shows the home screen
and thedreading view of the mobile application.

'a 0KS Y20AfS FLIWX AOFGA2Y S@2ft SR (GKNRdJZAK (KS
capability to browse news by ¢a, were added. Also a main menu which is shown on
start-up was createdThe functionality that was initially hidden in the context menu was
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moved to the main menuThrough this menu all important features are seen at a glance
which renders the applicatiomore easy to use and makes users aware of all the
functionalities Further, atop of the screenmenu bar with the applicatio® logo was
created to ensure that the application has a unified design throughout the different
screens Moreover the font size ws made adjustable as some users were not able to
read the newsarticleseasily.

¢SEG 2dza0ATAOIGAZ2Y SyKIy0OSa G(GKS t221 2F GKS vy
ddzLIL2 NIISR o6& ! YRNRARQA ith ESSfarfaited dexoRI SG X | 2 S

employed instead.¢ KS 2 S0+xASgsaQa &AONREfAYy3 IyYyR T22YAY!
deactivated to give it the same look and feel as a TextView.

o

Trial gives sneak peek into
Apple's inner workings

m VS == CNN - August 04 2012, 02:25

Zap news News by tag

e

Username Settings

. M San Jose, California (CNN) -- Apple, one of
the most famously secretive companies in

the world, is giving the public a rare peek
into how it makes and markets its
nroducts

Figure8: The NewZap home screen and the NewZap reading view

3.2.2 Rating method
As mentionel above, choosing a good rating method is of outmost importance for the

recommender to work efficientlyThere are several possibilities to figure out how much
the user likes a specific piece of news. One could present a five star rating bar to the
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user. ®me users might argue that five stars are not enough, others might complain that

they cannot decide how many stars to rate the article. As a resolt people would

not rate any articles. The people could be overwhelmed by the number of stars they
see,s2dza it IAPS UGUKSY (g2 OK2AO0SAY da¢Kdzyoa dzLk 2N
G2 LIRaaAAOATAGASAY I NIAOESa g2dAZ RyQi o6S NI GSR
4dzOK NBalLkRyaSa o¢2dzZ R Ffaz2 y20 o0S LINBOAAS Sy
Measurirg the time a user spends on an article does away with the described problems,

as this metric is always automatically recorded, provides-diraened rating data and is

objective.Thus the time a user spends on an article was chosen as rating function.

Theindependence of the rating function, with respect to the length of the article, is
justified by the consideration that the user may not spemdich more time on an
interesting, lengthy article than he might spend on a shorter dhso if the article is
quite short, it might happen that the computed rating reveals an inclination for the topic
although the user is not interested in the articddad wassimplytoo slow to switch to
the next article.

Images should also be considered in a way, as they couldtiittd@sa source of

distraction. Imagine a user pauses on a news article for a long time just because of a

beautiful picture.¢ KS LA OG dzNBE aK2dzZ R 0S NBActdiagSo/ G G A S 2
a study which also analyzed news, the ideational meanimgsexts and images relate

[43]. Therefore if the user is interested in a certain picture, the recommegQd@nalysis

of the text next to the picturewill lead torecommendhtions with similar texts which

will as a result comtin relevant pictures.

As seconds are not fine enough for the rating, the time is measured in 1/10 seconds.
Further, there should be an upper limit for the ratinQtherwise a userthat left his
mobile device unattended for a longer time and later realds hext news story, will
develop a huge interest in the forsaken article.

3.2.3 News content extraction

The news content extraction on the mobile device works in a similar fashion than on the

server.¢ KIyl1a G2 2{2dz2JQa O2YLJ}l (A0 Adcrmpecodg A 1 K GKS
from the server could semlessly be integrated into the mobile application without

making any changes to the coddsing thisscraper, the various news elements such as

the title, the text and the URL to the main image can be retrieved. Asnibbile version

of the news article might be split among multiple pages for improving the readability of

a long article on a small screen, the desktop versighich displays the whole news

content on a single page, is fetched instead. The scraper cosld lzave been

configured todownload the mobile version of the news article afolow the links to
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fetch the next part of the articlebut obviously this solution would have been slower

and would have complicated the extraction instructionBhe Android dveloper

documentation does not indicate which platform version uses which user agent string,

but sniffing HTTP connections revealed that Android 2.3.3 sends requests with a user
F3ASyd adNARy3 02yl vhgrdagAadroitl K.GhasididéiRagedstyiyo A £ S ¢

that doesy 2 4 O2y Gl Ay (i KAScordirgy Ndan actiofe4@d]Aptiblsbed on

computer world,which is anlT magazinethe s 2 NR aVY20Af S¢é¢ gthea NBY2OSR
user agent stringtarting from Android 3.0, named Hoyeomb.Google states that web

ASNISNE RAAO2OSNAY3I (KS 62NR aYahemdbié Ay GKS
version of thé web page[45]. Thus, b ensure that the mobile application works

flawlessly on all platform veions, the user agent string has to $&taccordingly.

However this solution has limitations when it comes to extracting content from web

LI 3848 GKIG NBYRSNI GKS I NIAOftSQa GSEG 6AGK WIHQ
will not lead to the executio of the JavaScript code to build the modified DOM and

hence the news content cannot be extracted. Therefore the web mlgaded into an

Android WebViewfrom which the rendered DOM can be obtainetio retrieve the

rendered HTML content a JavaScript ifdee has to be attached to thé&/ebViewand

secondlya WebViewclient, which will inject JavaScript codéen the page has finished

loading has to be configured for th&/ebView The injected JavaScript code has to be

programmed such that it grabs the wikoHTML code of the page and provides it to the

attached JavaScript interfacevhere the HTML code can be further process@d this

operation takes place in a background thread, a Handshould be registered

beforehand to return back to the main thread case the view should be manipulated.

Extracting HTML from ®ebViewis a relatively sophisticated undertakirigat only

succeeds because of a series of trickarthermore theWebViewwas observed load

pages slowly and at an unpredictable pace. Evesmen turning on hardware

acceleration and settinghe rendering priority to highthe WebViewRa &f 26y Saa
persisted. All the mentioned deficiencies of WebViewresulted in the rejection of the

described solutiorand the adoption of aolutionwhich downloaddi KS LJ- 3SQa 02y (i Sy
without rendering its JavaScripSince most news websites to not make use of

WE @ { ONRLIG G2 NBYRSNI GKSANI ySga | NIAOESQa GSE
3.2.4 Swipe through the news

The initialidea of the mobile applicatiorenvisioned aisple user interface thashould

provide a way for the user to discover news by swiping through them. Such a user

interface is eminiscent of traditional papebased newspapers, which are read by

flipping the pages. The desired user interface consistswdfiple adjacent viewghat

can be dragged sideways, presenting only one view at oftus. functionality was first
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obtained by having three Android ViewFlipper views that were shifted by swiping left or

right. A drawback was the lagging responsivenessser gestures, the view would only

move once the gesture was completed. Moreover an animation which defines the
disappearance of one view and the emergence of another has to be supjptied.

addition to that every time the view changes, the surrounding gielmave to be

updated. Fortunately Android provides another newer view, called ViewPager, which
GNBYSYyR2dzat e aAYLI AFTASE akKz2gAy3a | R2FOSyl OASs
inherent capabilityto display adjacent views that can be swiped and its iefficy in

managinga collection of views in memonyake it a perfect choice. When swiping, the

+ASgt I ASNNa OASg F2ft2a (GKS FAYIASNIAyadlyate

As people should have the possibility to quickly move from one news article to the next,
it is not sufficient thatnews articles are loaded sequentially. Therefore the application
has been developed to ensure that there are always three additional news stories in the
buffer. A good way to fill the buffer consisted in fetching four news stories when the
swipe activity $ first started later on only a single storys fetchedeach time the user
moves to the next article. Previous tries to fill the bufievolved calculating and
retrieving the number of remaining stories each time the user switched to the next
article. The number ofstories required to completely fill the buffer might be greater
than one, provided that the number is computed while some stories are still loaded in
the background. Thus a user who quickly swipes through the news will receive more
news storieghan were originally thought to be buffered. It might even happen that the
user buffers more and more stories as he browses the ndiwss overloading the
phone

Every time the user is shown a new article the current system time is recorded. Upon

switching to the next article the time difference between the current time and the

previously recorded time is computed and sent as a rating to the server together with

GKS NI GSR I NIAOf SQa twice ih a fo&, oree tyf inte é artifld G KS &
and ane more time to get a recommendation, is wastethk functionality of rating and

fetching news was consolidated in a single invocation

w»

In order to speed up the presentation of a news article even masage was made of

GKS ! YRNR A RQ& abagelAlSsNdivh fewd artifles ar&autBrhafically stored

in the internal databasel.ater when the user starts up the swipe activity again the last

seen story will bedeserializel and displayed. This leads to a swipe activity that, if not

started for the fist time, will immediately show a news article. In the background the

activity fetches the next recommendations. The database also stores the comments and

the proposed headlines fromtheusdrs LF¥ | ySga | NOAOES Aa NBUGNRS
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database, the acial content is also queried and put into the social view of the article.

Since displaying stale social contdhNR2 ¥ (1 KS LIK 2syh& Béful fBrla dcidl | & S

application, the swipe activity always displays the social data and then consults the

sener for an updated version of the social datahich will replace the shown data

a2 NB2 S NI (inkagesare NMat 4tadeld 8rQtie phonebecause downloading them

Aa Frado hyte GKS !'w[ (G2 GKS AYIFI3IS A& &l SR A

3.2.5 Read news hy tags

After releasing a first version of the mobile application which only contained the
functionality to swipe through the newspme users complainetihey would like to have
more control over which news they are getting. As a respdosé K S deisIS tNey Q
were given a way to selectews by clicking okeywords in a tag cloud. The cloud shows
18 tags which belong to three random articles and three recommended artiéash
article is represented by three words thare grouped together and thahave the
highed occurrence count in this articlefore he groups of keywordare presented,
they arerandomly shuffledto prevent that random and recommended articles always
occupy the same positions on the scredy. displaying random and recommended
articles at thed YS (GAYSE GKS dzaSNRA&A LINBFSNBYyOS F2NJ
recommended articles can be assessBdmetimes the user may not find an interesting
keyword in the tag cloud, for this reason a esh button was added to the menu bar
The news by tags scnree€an be seeon Figure 9.

A tag cloud can only live up to its name if tp@up oftags containstagswith different
font sizes.Therefore the reproduced tags caassume three different font sizes, which
are chosen accordingt® KS G 3Q& R $aa\BeSific 2afegory FVh&ngveria
tag cloud iscreated a category is selectest randomwhich gives tags with a stronger
affinity to it a bigger font size.

Obtaining the keyword®f a specific articléo display in the tag cloud is a two step
process First the database is queriddr the three words that occur most often in the
article. These words are actually stemmed words which have to be transformed into
words that make sense. Thus in a second step, the stemmed words are used to find
matching word Ay (KS Thedirat @6rdthad hagi tBeEstemed word as a
substring is returnedThe articlehas to be correctly decomposed into its woytis avoid

that there are special characters in the resulting words that are shown in the tag cloud.
Further it may happen that one of the stemmed words is a substring of another. This
could lead to a situation in which the same word is returned twice.prevent that a
word is repeatedthe algorithm that looks foproper wordsusing the stemmed words,

will search fora latermatch.

30|



The time a user spends on an article is obtained by measuring the time that elapses
from the point in time a selected article appears until the moment when the user hits

the back button.¢ K S

RSPAOSQa o6l O]

0 diz0 Be2oyerridleritd o I O

ensure that all attempts to exit the application are captured. As soon as the time is
calculated, the last article is rateohd the tag cloud is refreshed.

knicks
lin york
theaters
shooting  police

divesting
church palestinians
myers
shark |eg

daily

times day

Figure9: News by tags

3.2.6 Social features

The socialdatures aim to render the mobile application interactive, engaging and fun.
Most news websites enable the user to comment on their articles. The comments will
usuallyappear in a area of the pagewhich is situatedelow the news articleand was
reservedfor that purpose When many users have commented before, the user might
find his statement at the remote end of a long list wirelated comments, thereby
significantly reducing the visibility of the commeifib improve the visibilityCNN allows
sorting the comments by popularity, age and best ratiBgit sometimes users do not
want their comments to show up in a list next to a news article. They would like to insert
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their comments into the article, to correct a sentence in the text or to express their
opinion about aspecific phraseMoreover the headlines of news articles are sometimes

misleading ordo not satisfy the reader. An upset reader would like to replace the
headline with his own formulation.

The stated shortcomings of current news platformmompted us to develop anobile

applicationthat allows the useto express his thoughts by putting his comments on top

2T GKS I NIAOf SQa ¢ 2 NRaditioddlFthe@mpplicafionzllodsie S - NI A Of S
userto propose new headlines that the useritks are more appropriate for the article.

Users can vote the comments and headlines up or down. Of course as to prevent

misuse, they cannot rate their own content or vote twice for the same cont&mating

YSGK2R G6AUK daGKdzyoda dzLMoseh eBausé af Ksdgvhiplisity fBr2 6 y ¢ & |
the user.¢ K S | NXrds@at $/€@eisubjected to commentsre highlighted with a

bold font and colors ranging from red to green depending onlibst rated comment

on that word.All the comments and proposed headlgmassume a rating of zero when

GKSe@ | NB ONXBI G§SR® ¢ KitSrnsQraehet dhezratinglofythe basti A Of SQa& ¢
rated comment on that word is increased. Or the color tupimsker as the best rated

comment adopts a rating with decreasedscore.Eveay time a user rates a headline or a
O2YYSyix GKS NraaAy3dIQa aoO2NB Ad AYONBlFaSR 2N R

Qx

As the user should have the possibility to read news lucidly and optionally to switch on

the presence ofcommens, it was opted for a user interface with twaeparate views:

one viewfor displaying only the news articlealled thedreading viewe and a second

GASE GKIG akKz2ga GKS | NI A Of amed zha@Sodisk e g A G K G KS
The two views are back to back, a single click on the socialbvitan in the menu bar

flips the view with ashort animation. While the reading view is for reading only, the

social view has in addition all the features to comment and rate a news arfibke.

social view can be seen on the left picture of Figure 10.
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Will European soccer
'disease’ spread to 2018
World Cup?

Wiggins' victory brings the
Games back to the people

Trial gives sneak peek
into Apple's inner
workings

U.N. official accuses Syria
of crimes against
humanity

(CNN) -- When Olympic officials set Wiggins' victory brings

about enforcing their crackdown on rogue T e the Games back to the
merchandising prior to the London , people

they could hardly have imagined that the

must-have accessory for the sporting —

spectacle would be a pair of chunky fake \ 2= Mexico coal mine
sideburns. :

Figure 10Social view and history screen

3.2.7 News history

The news history enables the user to review the articles that he has already seen. This

feature is invaluable since users may want to see an article more than once. Especially if

a user commentean an article, he may want to see the feedback from other users

he may want to add another commenithe history shows a comprehensive list of all the

ySsga INIAOESa GKIFEG NS F2dzyR 2y GKS LK2ySQa
news, the news contenh & | dzi2YlF GAOlIffte& &l @SR Ay (KS LIK?2)
history could also have been retrieved from the server but that would have caused an

additional delay, as the stories would again have to be downloaded and extracted

before they are shown. Also ¢hcreation of a list with headlines of seen articles would

have taken a lot of time. Indeed so much time that this solution iacoaptable

Extracting news from a single article can take ughi@e seconds, thus to show a list

with 10 items it would lashalf a minute to complete the retrieval, not including tBe

seconds that elapse to fetch théRLof all the stories in the history.
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¢tKS O02YYSyida YR LINRPLR2ASR KSIFRfAYySa | NB
when article of the history view is selked. To ensure that the user always gets the
newest social content, this informatiois updated in the &ckgroundand displayed
when retrieved from the serverThe history screen is shown on the right picture on
Figure 10.

3.2.8 Username

A social news applicatn must have a way for the user to choose his usernasoeh

that the chosen name can label the comments and proposed headlines of this user
From the main menu the user can change his username at any time and as often as he
wants. If no name is chosen thmosts from the user will appear with the username
alyz2yevYz2dzaé o

The username is saved on the server and on the phone. Saving it on the phoge
about that comments and proposed headlines from the user can be immediately shown
without waiting for the response from the server, which would contain the username.
Nevertheless the username is not available anymore on the phone after the application
has been updated. And for this reason the application must request the username from
the server whenevertheude I YS Ol yy2i 06S F2dzyR Ay (G(KS

34|
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4 Evaluation

The following evaluatioraims to shed light on the performance of the recommender
system and summarizes how the users have been using the mobile application. The
usefulness of the recommeled articles isassessed by comparing the average times
users spehon articles thatwere randomly chosemwith the average times users spend

on articles that were recommended with one of the tree recommendation algorithms.

As already outlined in Chapter Bie algorithm used to recommend articles is chosen
randomly on the server for each recommendation requeBbur algorithms to
recommend an article exist,itter one of the three recommendation algorithms is
selected or a random article is chosé&tach algrithm has the same probability of being
elected;this probability is equal to 0.2because there are four outcomehnitially for
the first five recommendations, when notuchA & (y 26y | 62dzi GKS
a random article is choseim every reommendation response the server includes the
recommendation algorithnthat generated it. When the mobile application rates an
article it will also transmit the recommendation algorithm that suggested the artiole.
this waythe server can store the ratingpgether with the algorithm, which enables
performance comparisons of the algorithm&able 3 lists the results of the mobile
FLILX AOF A2y Qa a%l L) ySgaé FSIOGdz2NB FyR ¢l o6tS n
feature.

Zap news

Number of ratings

Recommendation o
. Average timan s Number of users
algorithm

Algorithm 1 246
' Algorithm 2 | 10.91 17 150
Algorithm 3 | 11.76 17 164
Random | 18.76 26 209

Total: B9

Table3: Results zap through the news

Newsby tags

Recomnendation

Average timen s Number of users . Number of ratings

algorithm

Algorithm 1 16
Algorithm 2 4.71 4 16
25.62 2 7
6.84 2 43
Total: 82

Table4: Results news by tags
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Snce every user gets random recommendations in the beginning, the number of users
that received random recommendations is the highest in TabWt8&n comparing this
number with the one from Table 4, one can infer that most users first swiped through
the news and only later browsed the news by tags.

From Table 3 one can infer that the recommendations that have been computed with

G! t A32NAGKY mMé HSNB Y2NB AyuSNBadAy3a G2 GKS dza
Moreoverd ! £ 32 NAGKY HEé | yR @&lighty3@rbRtharkihe ramdom LIS NF 2 NY S R
recommendations. Being tightly related, the two latter algorithms performed equally

bad. This does not necessarnfeanthat these algorithms are of minor quality but

rather that theradius R was not chosen appropriatéBnly a single radius R has been

GNASR 2dzi RdzZNAYy3 GKS YSIFadaNBYSyidaod ¢2 RSTAYAOL
HE FYR a!f32NAGKY o0é (GKS NIRAdzaz w aK2dzZ R 06S @
requires a lot more time as enough data has to be gatheoe@Very chosen R.

<,

¢LoftS n adza3Sada GKIG a! ft I2NRAGKY o0é LISNF 2N)Ya
ratings this average may contain a substantial amount of noise that may have corrupted

GKS FTAIAINB® bSOHSNIKStf Saa (KS yidopesSNR F2NJ a! 3
similarinclinationthan their counterparts in Table 8loreover by adding up the

number of ratings of the three recommendation algorithms in Table 4 (their sum is 39)

and comparing them with the number of ratings of random articlesi¢h is43), one

sees that the users clicked with nearly equal probabilities on random and on

recommended tagsAs he tag cloud contamas many tagfdom random articles ag

containstags from recommended articlesne can conclude that the users did not favo

random or recommended articles by just seekaywordsfrom them.

Further, one clearly seedy looking at the number of total ratings in each talbhat

users preferred swiping through the newsbrowsing news by tag3he social features
have not bea widely usedSo far 118 users have used the mobile application, of these
only 13 have chosen a username. Only five comments have been posted and two
headlines have been proposed.
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5 Conclusions

This thesis presenthie development of anobile news apptiation that was build along
three principles: independence, social and easy to use. The mobile application, which
was developed for Android devices, allows users to either discover news by swiping
through them or by clicking on keywords in a tag clobdthermore a novel way to
annotate news articles was built into the news application.

The developeaontentbasednews recommender system is capable of aggregating and
categorizing news from any RSS feed, given that extraction instructions for the news
provider are present.Thus new news sources can be easily incorporated into our
system The Probabilistic Latent Semantical Analysis algorithm was utilized to classify
the news and to embed them in a muttimensional Euclidean spacBogether with the
amount d time the user spent on different articleshe interests of the user are
determined and matching articles are recommended to the user.

The performance evaluatiorproved that the quality of the recommendations

O2YLzi SR ¢ A (K, isidoddIcdrnvdard Koy randoinly chosen articles
G!'EA2NAGKY HE FYyR a! f32NRIGKY whick is probeb§y a K26y |
linked to a bad choice of the radius paramet&o fully determine the performance of

the latter two algorithms the radius parameter should berigd. Ultimately with an

adequate choice of the radiughose algorithms should be able to compete with

G ! f 32 NAThekei6re Bmply measuring the amount of time a user spends on an
FNOAOES LINP@Sa (G2 6S || I22R ickey RAOIN 02NJ F2NJ (KS

l'f 0K2dAK GKS Y20AfS LXK AOFGA2YQa RSaA3dy oI a
were shown a message about how to insert comments armmpgse headlines, the

annotation features were hardly usedMoreover the users preferredwipingthrough

the news to browsing through the news by tags.
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6 Future work

Although te presented news recommender systemas been improved until reaching
the maturity required to run in a production environmenthere is still room for
improving the user experienc&me limitations of the current recommender system
which may be addressed in future works, are described next.

Due to the fact that the smanphone marketis largelydominated by iOS and Android,

an iPhone version of the news application should be develo#hply porting the
Android code to I0S is not possible, since the article content extractor uses the jSoup
library, which is not working on the iPhone. A new solutiatich is both fast and
integratesinto the existing frameworkhas to be found.

In addiion, the mobile application could be supplementetith locationspecific news

This can either be achieved by letting people choose locations Wbith they want to

get news or by tracking their position using theNJ Y 2 6 A f bSilt-ilR GRS inGdBIL &

With the currentrecommendersystem, such an extension would involve changing the

news aggregator to assign a location to the news and slightly adapting the
NEO2YYSYRSNI G2 O2y aAiRSNJI #&igubng datitleNddadion bf2 Ol G A 2y L.
happening referred to in a news article and deciding whether the news is of

internationalor regionalnature are the main challenges.

Now that the recommender system is capable of analyzing and recommending news

from any source given that appropriate extraction instraos are provided, the mobile

application could be enhanced to allow users to add new content providers themselves

I AAYLIX S dzaSNJ AYyUiSNFI OS dlekents arfd §endratedzanS NE &4 St S
extraction instructions filemust be developed.Optiomally usersshould have the

opportunity towrite the extraction instructions files on their own and submit them over

a web interface.

The current news recommender system could be used to assess the performance of
different recommendation algorithms. Also ercould try to determine which radius R
g2dd R 8ASEfR 3I22R NBadzZ Ga F2NJ a! t A2NROGKY HE |y

In recent years the development of personalized mobile news reader applications has

gained steam as their popularity is boosted by the proliferation cdrsmpphonesand by

GKS LIS2L) SQa RSaANB (2 | dzaThq tlerdwilz&inuela®k S f | G Sa
the developersaspireto provide an evenricher user experiencevhich make use of all

the unique capabilities offered by smart phones.
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8 Appendix

8.1 GetRecommendation

Element Attribute Description Child element

Story algorithm Recommendation Commentswhich

(which is a child of algorithm that contains a list of

the suggested the article | comment elements

Recommendation (int) and Usertitlesvhich

element) articlelD ¢ KS | NJwhight ¢ contains a list of
identifiesthe usertitle elements

corresponding rown
the articles table (int)

content|D ¢KS ySga LN
name(String)

extrVersion Extraction instructions
file version(Sring)

pubDate The publishing

timestampformatted
as Fri, 08 Jun 2012
23:23:34 CESBtring)
src The URL to the article
(String)

Table5:GetRecommendation'story XML

(Element | Attribute ' Description Child element

Comment commentlD ¢tKS O2YYSy( None
which identifies a
comment in the
comments table (int)
fromthisuser Tells whether the
comment is from the
current user (boolean)
text tKS 02YYSy(
(String)

position The comments position
within the article (int)
rating tKS O02YYSy(
(int)

numberratings The number of times
the comment was rated

(int)

Table6: Comment element




[ Element | Attribute Description | Child element

Usertitle usertitlelD Theproposed None
headlin€Qda L5 ¢
identifies ausertitlein
the usertitlestable (int)
fromthisuser Tells whether the
proposed headlings
from the current user

(boolean)

text TheusertitlteQa G St
(String)

rating TheusertitleQa NJ (
(int)

numberratings The number of times
the usertitle was rated
(int)

Table7: Usertitle element




8.2 GetTagRecommendations

I Attribute ' Description ' Child element

Comments which
contains a list of

Story(which is a child
of the
TagRecommendations
element)

algorithm

Recommendation
algorithmthat
suggested the article

(int)

articlelID

¢KS | NI AOf ¢
identifies the
corresponding row in
the articles table (int)

contentlD

They Sga LINR @
name (String)

extrVersion

Extraction instructions
file version (String)

pubDate The publishing
timestampformatted
as Fri, 08 Jun 2012
23:23:34 CES®tring)

src The URL to the article
(String)

keywordl First tag(String)

keyword2 Second tag (String)

keyword3 Third tag (String)

weightl Weight of first tag (int
O=small or 1=medium o
2=hig)

weight2 Weight of second tag
(int)

weight3 Weight of third tag (int)

israndom Tells whether the tag

belongs to a randomly
selected article
(boolean)

comment elements
and Usertitles which

contains a list of
usertitle elements

Table8Y DSG¢F IwSO2YYSYRIGAZ2YaQa

aidz2NEe

.a[
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