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Abstract

This year, the Distributed Computing Group (DisCo) offered the opportunity to
work with an exclusive dataset provided by Smartvote. Smartvote is an online
voting advice platform that matches voters to candidates and parties that share
their political views on policies. They do that by comparing the answers that
candidates and voters give to the same questionnaire on a wide range of policy
issues. The more similar the answers, the better the match between voter and
candidate.

Smartvote’s dataset contains the answers of thousands of politicians and hun-
dreds of thousands of voters to the questionnaire. It provides a unique look into
the Swiss political picture.

The goal of this project was twofold: to gain insight into the Swiss political
landscape and to refine Smartvote’s process. To address the former goal we per-
formed a market fit analysis. It shows how well the Swiss electorate is represented
by the various Swiss parties. As for the latter we came up with techniques to
reduce the questionnaire size. Wanting to ensure that the impact on the final
results caused by the reduction would be minimised, we employed a validation
system for our results.
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Chapter 1

Introduction

Every four years, the national council is elected in a nationwide election by the
Swiss people. The national council consists of 200 politicians. Because of the
diverse political landscape in Switzerland, twelve different parties are represented
in the national council (Nationalrat), as well as one independent politician. In
addition to that, there are also cantonal elections. In 2019 for the national council
elections, a total of 4652 politicians stood for election. How do voters find their
best representative in such a diverse and complicated landscape without having
to invest too much time?

Smartvote1 is trying to solve this problem. Smartvote is an online platform
that matches voters to candidates and parties that share their political views on
policies. Founded by Politools in 2003 they have been providing their services in
over 200 elections throughout Switzerland and around the world.

Smartvote works by letting political candidates answer a questionnaire on a
wide range of current policy issues. A voter then answers the same questions on
the Smartvote website. Judging by how much the answers from politicians and
voter overlap, a ranked list of candidates and parties that best match the voter’s
political profile is provided.

Smartvote is trying to improve its services all the time. Smartvote’s deluxe
questionnaire includes 75 questions. It takes a lot of time to go through each
question and answer it thoroughly. The user might be put off by the amount
of time it will take and might lose interest during the questionnaire and start
skipping questions. One huge step to improve their user experience would be to
reduce the number of questions used in the questionnaire without losing relevant
information about the voter and candidate. In this thesis, we tried different
methods to reduce the number of questions and analyzed the information loss.
We additionally build custom classifiers to give Smartvote a different alternative
and perhaps improve their euclidean distance classifier, which they use to give

1www.smartvote.ch

1

https://www.smartvote.ch


1. Introduction 2

the best matching electoral lists for the user.

With a constantly changing political landscape, politicians could use a market
fit tool to better align themselves with their voters for future elections. It could
also give them feedback on which policies their voters find more important than
others. Smartvote could publish this market fit after every big election, giving
the voter an opportunity to reflect on their political orientation and get a better
overview of the political landscape. After analyzing the data set in Section 3 we
performed a market fit analysis between politicians and the voters in Section 4.
This represents a market fit evaluation for the 2019 national council election.



Chapter 2

Current State of Smartvote

How does the questionnaire actually look like? First, the user has to choose
between a deluxe and a rapid version. The deluxe one is made up of 75 different
questions. The rapid version contains only 30 (handpicked by Smartvote) of
the 75 questions from the deluxe questionnaire. The questionnaire for recording
political positions is the central element of Smartvote. It is individually adapted
for each election and must meet several quality criteria. Political neutrality and
the widest possible coverage of the questionnaire is essential. At the same time,
the questionnaire must take into account current political discussions as well as
take up topics that will be relevant in the coming years. Finally, the questions
have to be formulated clearly and understandably.

Figure 2.1: Example of a question in the deluxe questionnaire of Smartvote

Depending on the type of question the user can choose between different an-
swers and not answering at all. Additionally, the user can weight the answer to
mark its perceived importance. Before receiving its final politician recommenda-
tions, the user has to choose a district. This is because, for example, a person
living in Zürich is only allowed to vote for a Representative from Zürich itself.

Smartvote also gives the voter the option to receive a ranking of the top parties
matching the user’s questionnaire best, as depicted in the Figure 2.3 below.

3



2. Current State of Smartvote 4

Figure 2.2: The top 5 politicians for the example user

Figure 2.3: The top 5 elctorial lists for the example user
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2.1 Calculation of the recommendations

To remain transparent with their users, Smartvote provides a detailed docu-
mentation1 of the method they use to compute the recommendations on their
website. The election recommendation is based on the measurement of the "po-
litical" distance or proximity between the candidates and the voters. The dis-
tance, Dist (v; c) between candidate(c) and voter (v), is calculated using all(n)
questions answered by the voter. For each question(i ) the di�erence between the
voter's answer(vi ) and the candidate's one(ci ) is weighted by (wi ) (the weight
given by the voter), before computing the Euclidean distance.

Dist (v; c) =

vu
u
t

nX

i =1

(wi � (vi � ci ))
2

To act as a normalization constant, the maximum possible distance between
candidate(c) and voter (v) is calculated using all questions answered by the voter.
The maximum possible distance is therefore simply the square root of the sum of
the weight for every question answered by the voter(vi ) times 100 (If the reader
questions where this apparently arbitrary value of 100 comes from we encourage
them to hold o� until Section 3.1 better describes the question formats).

MaxDist =

vu
u
t

nX

i =1

(100� wi )
2

The last step is to convert the distance into a measure of proximity and
display it as a percentage between 0 and 100. This is done by normalizing the
calculated distance by the maximum distance, which is then subtracted from 1
and multiplied by 100.

Matching (v; c) = 100 �
�

1 �
Dist (v; c)
MaxDist

�

The political proximity to the position of a voter is then calculated this way
for all candidates. The values can lie between 0 (no overlapping positions) and
100 (completely congruent positions).

1www.smartvote.ch/method-description



2. Current State of Smartvote 6

Voters can also have election recommendations made for lists of candidates.
The same method is used in principle. For all candidates on a list, theMatching
value between candidate and voter is computed. The list's �nal score is then the
mean of the list's politicians' Matching values.



Chapter 3

Dataset Analysis

In this �rst Chapter, we want to familiarize the reader with what the dataset
looks like and what it contains. It is important for the reader as much as it was
for us to have a sense of what kind of data we were dealing with before diving
into the more technical aspects of our work. In the following sections, we will �rst
give a brief explanation of the dataset's contents, followed by a few important
considerations and insights that the reader should be aware of.

3.1 Dataset description

The data package we received includes the collected questionnaires for the 2019
national council election in Switzerland. The package contained two main docu-
ments on which we focused our e�orts: The candidate and voter datasets contain-
ing the questionnaire answers compiled by the politicians and voters respectively.
The questionnaire for the voters and the candidates is composed of the same 75
questions (ordered di�erently). The two datasets also contained the following
additional information:

� The candidate dataset includes information about the candidate,such as
age, party a�liation, gender, occupation and other details. Additionally,
it gives every candidate the option to add a comment on their answers, an
option that voters do not have. The dataset contains the answers of more
than 4600 politicians from 69 parties.

� The voter dataset, to preserve anonymity, does not include personal details.
Voters, as opposed to the candidates, have the option to weight their answer
to indicate their perceived importance of the issue.

Smartvote o�ers two questionnaire options for voters: an integral one (which
they labelled "deluxe"), composed of 75 questions and a reduced version ("rapid")

7



3. Dataset Analysis 8

for the voters in a hurry, with only 30 questions. Therefore, the voter dataset is
internally split up into two di�erent classes of voters. Overall the voter dataset
contains the questionnaire answers of more than 427000 voters. Roughly 63% of
these are deluxe and the rest are rapid.

Out of the datasets we extracted both the voter's and politician's answers to
Smartvote's questionnaire: the answers are numerical and all on the same scale.
Each question can be either answered with 0, 25, 50, 75 or 100, where 0 means no,
not applicable or totally disagree and 100 representing yes, applicable or totally
agree.

Additional information about the voters and politicians as the zip code, com-
ments, age and gender was disregarded for two reasons:

� The candidate and voter data sets contain di�erent information about the
questionnaire taker. Including this information might introduce a di�erent
bias into the two data sets.

� Only using the answers to the 75 Smartvote questions gives us a stan-
dardized numerical data set on which we could easily implement various
analytical algorithms. Taking into account comments or otherwise nonnu-
merical data would have required an additional error prone e�ort that was
not required for our purposes.

3.2 Dealing with a sparse dataset

Voters as well as candidates are not obligated to answer each question. They have
the option to skip some. Surprisingly, there are approximately 25% of candidates
who refuse to �ll out the questionnaire. Those candidates are still included in
the candidate data set, but their answers are left completely blank. Even though
Smartvote gives the option to �ll out a shorter questionnaire, many voters still
decided to skip a large number of questions.

It is interesting to mention that, when looking only at the voters' deluxe
version, one can see that there are questions that are skipped more frequently than
others. Especially questions regarding the state budgeting are left unanswered.
An explanation for this could be, that to assess a budget (e.g. the military one)
one needs far more background information on the topic. Another possibility is
that for a group of people with a speci�c political orientation certain groups of
questions are not interesting and are therefore skipped. Or even further, someone
with a certain socioeconomic background or profession might not be concerned
with certain lines of questioning.
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All this leads to big gaps in both the voter and politician's data.

We decided to deal with the problem by inserting the constant number value
of (50) in place of all "Not A Number" (NaN) values. (50) is one of the possible
choices of answers and always the neutral answer at that. This is important as to
not a�ect the data set in an unforeseen way. Filling in the gaps with a constant
value simpli�es further work without distorting valuable information. This is one
of the common practices in data analysis to deal with "Not A Number" entries
in data sets.

3.3 Dimensionality Reduction

Once the missing values have been dealt with we are faced with the problem of
the datapoints' dimensions. As previously discussed, every voter and politician
is represented by a point in a 75-dimensional space.

Visualising the data is impossible in such a space. We therefore decided
to apply a dimensionality reduction technique. We considered both Principal
Component Analysis (PCA) and t-distributed Stochastic Neighbor Embedding
(t-SNE). The t-SNE technique works by modelling each high-dimensional point
into a two- or three-dimensional one in such a way that similar points are likely
to be near each other and dissimilar ones are likely to be far away [1].

Unfortunately t-SNE can easily produce fallacious clusterings. One would
need to manually verify the �ndings to validate the results [2], something we
couldn't do since our voter set was unlabelled. Instead, we decided to settle on
PCA [3].

PCA works by rotating the 75-dimensional frame of reference in such a way
that only a few of the new orthogonal basis vectors contain most of the infor-
mation about the data points. We can therefore only focus on the "Principal
Components" and discard the remaining dimensions without fear of loosing a
lot of information. Because of this relatively easy concept, results can be easily
interpreted and performed on both voter and politician sets.

After performing PCA on the politicians' dataset we project the politicians
onto our new coordinate system. We then plot the datapoints along the �rst
two principal components (PCs). The two-dimensional representation of the
politicians in Figure 3.1 is the one that looses the least amount of information.

An intuitive explanation on how PCA can represent a data point in so few
dimensions without loosing too much information: One could predict what kind
of answers a candidate would give to certain questions by knowing their political
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alignment (For example a right-wing politician could be less open to immigration
than a left-wing one, without explicitly knowing their answer).

Figure 3.1: Politicians projected onto the �rst two Principal Components,
coloured by party

Figure 3.1 shows politicians' views in a two-dimensional space. The position
on the two axes represents their political alignment. Deconstructing the meaning
of the two axes by using the individual components of the two PCs would be a
very tedious task. Luckily the politician data is labelled, therefore we can infer
the meaning by looking at where the ideologies of the di�erent parties are most
represented. For example we see how Grüne and SP tend to cluster up on the
left side of the plot, whereas FP,SVP and FDP take up the right. From this we
can assume that the �rst axis gives an indication to the left/right inclination of a
party. Based on this we can see that the left-oriented parties are more compact
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and that there is a lot of overlap in their ideologies (the di�erence between Grüne
and SP is almost negligible). The parties on the right on the other hand tend to
be more sparse and cover more ground.

The �rst PC explains 37% of the total variance in the answers, while the
second PC already explains only 9%, the third PC 5% and the fourth 3%. This
means that a more meaningful interpretation of the other directions is less likely.

Performing PCA on the voters on the other hand yielded results that were
harder to interpret. This is mainly due to the fact that voter data is unlabelled.
Figure 3.2 represents the projection of the voter dataset onto the newly com-
puted PC basis for voters. We can notice how in this case the voters are more
concentrated on the left side of the plot. Unfortunately, because the PCs are
not the same as the ones we computed for the politicians, we cannot make the
assumption that the dense spot corresponds to left-wing voters.

One insight that Figure 3.2 provides is that there is a very clear separation
between deluxe and rapid questionnaire takers. Given the higher percentage of
deluxe takers and the missing data in the rapid part we decide to only use the
deluxe part going forward. No clear clusters seem to emerge from the PCA, which
suggests that the voters tend to be more homogeneous and less polarized than
the politicians. Given the lack of meaningful results on the voters' political we
decided to apply some clustering techniques to better understand the voter set.

3.4 The "elbow" method

One important aspect of analysing the data set is understanding how the data
is clustered. Before �nding any kind of clusters we needed to �nd out what the
ideal number of clusters would be. We chose to solve this problem by using K-
Means clustering to partition the voters into their respective groups, since the
algorithm aims to choose centroids which minimize the inertia or within-cluster
sum-of-squares (see below). It was for us the ideal choice, since it would group
voters with similar answers together. TheK -means algorithm aims to choose
centroids which minimize the inertia

nX

i =0

min
� j 2 C

(jjx i � � j jj2)

To identify the ideal number of clusters we have implemented the "elbow"
method [4]. The "elbow" method helps us to identify the optimal number of
clusters into which the data may be clustered by �tting the K-means clustering
model with a range of values for K. For each K, we calculate the sum of squared
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Figure 3.2: Voters projected onto the two principal components, coloured by the
questionnaire type
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distances of samples to their assigned cluster center also referred to as the inertia.
Figure 3.3 displays this method for the voters data.

Figure 3.3: Elbow method for K in range [1,10]

To determine the optimal number of clusters, we have to select the value of
K at the �elbow� i.e the point after which the inertia start decreasing in a linear
fashion. Thus observing Figure 3.3 we conclude that for the given data set the
optimal number of clusters is approximately around 4. This means that based
on the voters answers to Smartvote's questionnaire, the voters can be partitioned
into 4 groups. More information about the nature of these clusters will be given
in Chapter 4.



Chapter 4

Market Fit Analysis

This chapter focuses on the market �t analysis, also known as product-market
�t. It is the degree to which a product satis�es a strong market demand. If
we treat representation as a product supplied by politicians and demanded by
the voters we can perform the same analysis on the "market of political views".
In essence, we want to see which ideologies are better represented (politicians
and voters whose political orientation matches well) and which are less well rep-
resented (less overlap). Please keep in mind that in reality things are more
complicated. A politician cannot just change their opinion just to cater to more
voters. Nonetheless this analysis is interesting, as it shows the gaps in ideology
coverage.

4.1 Clustering the voters

In section 3.4 we determined that the optimal number of clusters in which the
data should be clustered is 4. Therefore, to partition the voters into their re-
spective groups we ran the K-Means Clustering algorithm with K=4. The the
K-Means algorithms returns 4 centroids, one for each cluster, with answers also
ranging from 0 to 100. Analyzing the answers of each centroid, enables us to
quantify where each of the 4 voter clusters stands towards the questions asked by
Smartvote. This analysis gives us further understanding of how the 4 di�erent
voter groups are positioned on the political spectrum, since Smartvote's questions
tackle current policy issues.

Figure 4.1 depicts the answers of each of the 4 cluster centers (red, blue, green,
orange). For each question (the x-ticks represent the question ID) we plotted the
mean answer of each cluster in the corresponding colour. Looking at Figure 4.1
one could easily notice that the blue and red clusters are usually at the opposite
end of the spectrum, which suggests an opposing political ideology. These cluster
centers give an overview and insight into each voter group, which can be used to

14
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Figure 4.1: Visualising the clusters' political position by plotting the mean an-
swers to questions with ID x
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compare them with the political parties in Switzerland and determine a market
�t.

4.2 Analysing the parties' coverage of voter base

We then want to see how well these four clusters are represented by Swiss parties.
The four clusters represent four unlabelled voter groups (red, blue, green, orange)
that share the same political views. To �nd an overlap between those groups and
the political parties that should represent them we compute the euclidean squared
distance between the party centers and the voter cluster centers. This gives us
an insight into which cluster shares the same ideology of which parties.

Computing the party centers for the main parties yields the results in Fig-
ure 4.2. (Because of the little di�erences in their party centers shown here we
decided to bundle Grüne and SP together)

Figure 4.2: Visualisation of the mean value of the main parties' answers for every
question

The party centers represent the mean value of the answers given by all mem-
bers of the main Swiss parties. As in the previous section ( 4.1), we can draw
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some interesting conclusions based on the party centers relative to each other. We
notice how, with a few exceptions, Grüne+SP and glp tend to �nd themselves
on the same part of the spectrum. The CVP tends to be the more moderate
party: its mean answer is rarely the one at the edges. We can also see how the
SVP's answers are in contrast with Grüne+SP's ones most of the time. All these
�ndings seem to accurately depict those parties' political positions.

Now that we have an idea of how both the voter cluster centers and party
centers relate to one another we seed to forge a connection between the two. To
do that we compute, for each cluster center in Figure 4.1, the euclidean distance
between it and the party centers in Figure 4.2. That gives us a good idea of how
well the ideologies of parties and clusters overlap. A good overlap occurs when
the cluster center is near a party center and ideally far away from the others. To
get more insights from the plots we inverted the distance, so that the highest bar
in Figure 4.3 intuitively signals the best �t.

Figure 4.3: Ideology overlap between parties and clusters as shown by the inverse
of the distance between the clusters' and the main parties' centers.

As we can see in Figure 4.3 group blue has a very convincing overlap with the
Grüne and SP parties. This means that the distance between the blue cluster's
and the parties' center is very low. Our interpretation is that the blue cluster
represents the left/liberal voter group and that those two parties have a pretty
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