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Abstract

To predict the sleep quality, sound amplitudes recorded by smartphone microphones were used. The sleep
quality was determined according to the PSQI score. The main focus was on Deep Learning models includ-
ing LSTM. In addition, due to a slight correlation of the sleep w.r.t. to the sleep of the nights before, the data
from previous days was fed in as a time series into the models. The results indicate, that sound amplitudes
only might not have enough information to predict the sleep quality between subjects. Within subjects the
results were moderate with a Matthews correlation coefficient of 0.2, F1 Score of 0.4 and an accuracy of
70%.
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Chapter 1

Introduction

Research in sleep quality has increased in the past 50 years, when people realized, that sleep quality can
affect the person short term as well as long term, with numerous diseases resulting from it. This is well
shown here [12] that the top 100 cited sleep medicine articles range from the 1970s till today. A lot of
research has been conducted and it has been shown that sleep may cause negative effects in children like
behavioural problems and in cognitive functioning, in adolescents it may cause psychological health and
effect the school performance and in adults it may cause cognitive, memory and performance deficits as
well as emotional distress just to mention a few things [9]. Therefore there is a high interest in identifying
poor sleep quality in the first place, determine the factors causing it and trying to improve the sleep quality
accordingly.

Early research gathered EEG signals during the night [14], where participants had to attach sensors
during the sleep. With the increase of smartphone holders in the past 15 years, recent studies have shown,
that 6 out of 10 people used their smartphone in their bed before going to sleep and put it near to their bed
[4]. Therefore this and other works gathered data from the smartphone sensors and used it to predict the
sleep quality, which is easier to conduct from a participants perspective. Only an app has to be installed and
activated in the evening before going to sleep and stopped in the morning when waking up. Other ways to
even reduce more the interaction of the person with the whole process is estimating the sleep duration with
a best effort sleep (BES) model, which had an overall error in sleep duration of 40 minutes [2].

The drawbacks of using only the microphone of the smartphone might be that noise from other sleeping
people in the same room might effect the measurement, particularly in the case when partners sleep in the
same bed, makes the prediction even more difficult. Furthermore having a bed near a street or a train track
will introduce non-periodical noise and this has to be filtered out. Additionally some people avoid having
the smartphone near them during sleep because of the radiation, which makes this approach inapplicable for
them.

1.1 Focus of this Work

The goal of this work is to investigate further and find out to what extend sleep quality can be inferred from
only sound amplitudes collected by the smartphones microphone during the night.

This work focuses on classifying good vs poor sleep with sound amplitudes recorded during the sleep. Every
day is labeled with a PSQI Score. Although the PSQI score is a subjective label, in this work we are trying
to develop a Deep Learning model to predict the sleep quality.

Throughout the whole work, a between subject approach is pursued, which means, that training and testing
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CHAPTER 1. INTRODUCTION

will be conducted on disjoint group of people. This will be the case in every section in chapter 4 unless
otherwise stated. We explored different Deep Learning models and approaches to figure out what kind of
conclusions one can derive from the data.




Chapter 2

Theoretical Background

This section will focus on three things. First, the sleep quality prediction using legacy methods like PSG
and other wearable sensor based approaches. Second, other work done using smartphone sensors and lastly
introducing the PSQI, the sleep quality score used

Polysomnography (PSG) is a sleep study where multiple sensors are attached to a person, usually per-
formed in hospital or a sleep lab and is mostly used to identify sleep disorders and can therefore infer the
sleep quality from that information. Although it is still used till today and gathers a lot of valuable infor-
mation, it is not suitable for a wide range of use and not suited for a use at home at all at a regularly basis
[S]. Since the 90s different other sensors were developed like the actigraphy sensors, which is worn like a
watch on the wrist and can measure the activity as well as estimate the sleep time but is not able to measure
additional parameters as brain activity (EEG) or heart thythm (ECG). A study done in this area published
in 2016 [13] used physical activity data from the day and evaluated the sleep quality of the night using the
sleep efficiency, which is the ratio between the total sleep time and the total time spent in bed. At a threshold
of 85%, they distinguished between poor and good sleepers. With this approach, a more objective method is
used to assess the sleep quality. The prediction was done using Deep Learning models. Concurrent neural
networks (CNN), multilayer perceptron (MLP) and long short-term memory (LSTM) have performed quite
well in their work, particularly the LSTM got a sensitivity of 0.97 in detecting good sleepers and a specificity
of 0.47 in detecting poor sleepers.

There has been some work done in the same area as mentioned before. Especially sleep quality pre-
diction with PSQI scores using smartphone sensors or sensors in general [10]. The smartphone had to be
carried during the day to measure the movement. The reason behind this, that previous work have shown,
that physical activity does have a moderate effect on sleep quality [6]. The input data for their models
were in particular the sound amplitudes, light intensity, sleep time estimates, and acceleration. In addi-
tion some device status information were used. The PSQI score was used as a label for the sleep quality
of the night. The achieved accuracy was 81.48% with an F-score of 0.81 in detecting poor sleep quality [10].

The PSQI score is one of the most widely used metric to measure sleep quality of people [1], [3]. It
assesses the sleep quality of a person over one month. It is standardized and used by many researchers and
medical institutions. The questionnaire is filled out by the person after waking up and it takes 5 - 10 minutes
to complete, making it an easy, quick and cheap way to analyze the sleep quality. The drawbacks can be,
that it is rather subjective in comparison to other methods mentioned above.
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Chapter 3

Materials and Methods

3.1 Data

Data was collected from participants, who have got a phone, which was placed by them next to their bed
every night. The most useful and complete data was from the microphone, which recorded the sound
amplitudes. These were recorded continuously during the whole night and afterwards 2 features, the Root
Mean Square (RMS) and the standard deviation, were extracted for every 10 minutes window.

After they woke up, they filled out the questionnaire to gather the PSQI score. The total score ranges
from O to 21 points, each of the 7 components can contribute between 0 and 3 points. A lower score should
reflect a better sleep while good sleepers could be classified with a PSQI score less or equal than 5 and poor
sleepers with a PSQI score above 5.

The data had to be cleaned in advance. In particular sleep hours of less than 2h were dismissed as well
as nights with no sleep data. Furthermore if questions were not completely answered, which leads to a loss
of data regarding the sleep quality of that night, were also disregarded. In addition only people with 20 or
more nights were taken into consideration. Outliers with more than 3 standard deviations were removed.

The final data we worked with consists of 72 participants, the number of days varies across the partici-
pants. In figure 3.1 the number of participants with x days in the data is shown.

The PSQI score of each night will be used to distinguish between good and poor sleepers. After using
the threshold of 5 as mentioned above we get the following distribution in figure 3.2. We have a ratio of 3:1
of good to poor sleep.
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Figure 3.2: Ratio of good sleep to poor sleep data

Taking a look at the each person individually, the probability of being more likely to sleep either good
or poor was of interest. The outcome was when setting the threshold at 80%, which means, that if 80% of
the nights of this person were classified as good sleep, then we could say, that this person is more likely to
sleep good. The same can be done for a poor sleeper. There might be some people, who fulfill neither of
those conditions, they were labeled as unclear. This assessment was also made for a threshold of 90% and is
shown in figure 3.3. We can see that until 80% more than half of the participants sleep good in at least 80%
of the nights recorded, which changes dramatically when increasing the threshold to 90% where the likely
good sleepers decrease by more than 50%.
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Figure 3.3: Number of participants who are more likely to sleep poor, good or none of both
with different thresholds (a) 80% (b) 90%
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Another thing that was investigated was the relationship of the sleep quality of the last 1, 2 or 3 days
in contrast to today’s sleep quality across all participants. The outcome was kind of expected, since there
is a significant amount of people tending to sleep either good or poor in general. The Pearson correlation
coefficient as well as the the trend line is shown in figure 3.4.
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The first and last hour of the sleep might yield some information about the sleep quality as well. People
experiencing poor sleep tend to take longer to fall asleep as well as take more time to leave the bed in the
morning. This was explored with the RMS of the sound amplitudes of the first and last hour. The spearman
correlation of the RMS of the first hour and the last hour compared to the sleep quality is shown in the
following table 3.1. Additionally in figure 3.5 the scatter plot of RMS of the sound amplitude of the first
hour vs the last hour is shown. The labels are colored and the densities or shown on the sides of the graph.
From the table 3.1 and the figure 3.5 it is obvious that there is slight to no correlation between the sound
amplitudes of the first respectively the last hour of the sleep with the sleep quality. There is a tiny more
significant correlation of the last hour to the sleep quality in comparison to the first hour.

Correlation coefficient Significance test

First hour 0.034 0.129
Last hour 0.072 0.001

Table 3.1: Spearman’s Rank Correlation Coefficient and significance of the RMS of the first and last hour
in correlation with the sleep quality
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Figure 3.5: Scatter plot of the RMS of the sound amplitude of the first vs the last hour and each point
coloured with its label

Decreasing the number of features to the most significant and contributing features is essential to have
a rather less complicated model and less noise during training. A famous approach here is extracting the
most contributing features using Principal Component Analysis (PCA). In general, a Singular Value De-
composition (SVD) is made and the largest eigenvalues, which are more likely to contribute and contain the
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most information, are extracted and used for training. In this case 68 principal components came out to ex-
plain at least 95% of the variance. The Spearman’s rank correlation coefficient is 0.13 for the first principal
component and 0.12 for the second principal component, both with a high confidence.

3.2 Hardware and Software

For the training, the Euler cluster of the ETH was used. The whole work was done in python. The framework
used for the Machine Learing models is keras, which uses tensorflow as backend. A more detailed list of the
packages used are listed in the Appendix A.

3.3 Model

The main model used from chapter 4.3 to chapter 4.5 is a recurrent neural network with 2 LSTM layers
and one Dense layer at the end. For the different approaches the parameters were tuned. For the optimizer
RMSprop was used. A visualization of the model is shown in figure 3.6. The input layer dimensions may
vary from chapter to chapter. As an example an input layer dimension of 7x168 is shown. While the number
of features of each day is constant at 168 except in chapter 4.5, the number of days, in this example 7, varies,
since for different problem settings, other window day sizes performed better than others.

input: | [(None, 7, 168)]
output: | [(None, 7, 168)]

Istm_4_input: InputLayer

4

input: | (None, 7, 168)

Istm_4: LSTM
output: | (None, 7, 30)
input: | (None, 7, 30)

Istm_5: LSTM

output: (None, 10)

/

input: | (None, 10)
dropout_4: Dropout

output: | (None, 10)

input: | (None, 10)

dense_4: Dense

output: | (None, 10)

input: | (None, 10)

dropout_5: Dropout
output: | (None, 10)

input: | (None, 10)

dense_5: Dense

output: | (None, 1)

Figure 3.6: RNN Model with the first input layer having a dimension of 7x168, where 168 are the features
from the sound amplitudes and 7 depicts the number of days fed into the model.
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Chapter 4

Experiments and Results

4.1 Metrics

To be able to evaluate the results and compare them to each other, appropriate metrics had to be chosen.
Since the dataset is imbalanced (3:1), this had to be particularly taken into account.

The Matthews correlation coefficient (MCC) has been first introduced in 1975 and has been since then
proven its worth [7]. In its simplest form it is used for binary classification tasks especially with medical
data where the data imbalance is daily present. It takes the true and false positives and negatives into account
and is normalized and ranges therefore from -1 to 1. The greater the absolute value of coefficient the higher
the correlation, while a a positive number indicates a positive correlation and a negative number indicates a
negative correlation.

The precision recall curve (PR Curve) and its Area under the curve (PR AUC) metric are also well suited
for imbalanced datasets in comparison to the widely used ROC [11]. It makes it possible to extract more
information related to the performance in an imbalanced dataset.

Another metric used in medical environments are the sensitivity and specificity. While the sensitivity
measures the percentage of poor sleepers whom have been correctly identified across all poor sleepers, the
specificity measures the same but for the good sleepers. This will help evaluating the performance of the
models in predicting good and poor sleepers separately.

In addition to the above metrics the accuracy, a dummy classifier, predicting always the majority class
and the F1 Score were taken into account

4.2 Oversampling and Normalization

In order to provide enough data for both classes for the training, oversampling was performed with the
adaptive synthetic sampling algorithm (ADASYN) on the minority class, which are the poor sleepers in our
case to reduce overfitting. The validation and the test set were left unchanged.

The data was also normalized in advance to enable the model to take all features provided into account.

4.3 Classification model

The first approach was to treat each night as an independent sample and train with 80% and test on 20% of
the data to evaluate the prediction performance. For this different model architectures were examined, but

11



CHAPTER 4. EXPERIMENTS AND RESULTS

the results were, as expected from the data analysis, not astonishing. Here is a quick overview of the results
of a RandomForest shown in table 4.1. The model tends to overfit to the data although certain measures
were taken into account from the previous sections and the MCC indicates in this case almost no correlation
between the predicted labels and the true labels.

MCC PRAUC Sensitivity Specificity Accuracy Dummy classifier F1 Score
0.01 0.34 0.27 0.74 0.65 0.74 0.23

Table 4.1: Results of training a RandomForest

4.4 Time Series Classification

As shown in chapter 3.1 the sleep quality of today might correlate to a certain extend with the sleep of the
days before. This raised the idea to use a time series of data of previous days to predict the sleep quality
of today. In addition to the between subject approach, a within subject approach was examined where the
training data was split in a way, such that 70% of the data of each person was used for training, 15% for
validation and 15% for testing. With this approach, the model will have seen data from each person. In
figure 4.1 the prediction with the time series is visualized.

Data
Day 1 Day 2 Day 3
Data: Each day consists of 168 RINER Fedietion
features from RMS and Standard & | |8 | |8 LSTMModel —> 5
Deviation of sound recordings Sleep
T
Data of 3 days

Figure 4.1: Example of a time series with 3 days

These number of days in the past can be variable. In figure 4.1 an example for 3 days is shown. We have
explored different number of days and the result is shown in figure 4.2(a). Due to a high standard deviation
in the cross validation it is hard to tell which window size performs the best. Therefore the following results
in table 4.2 were conducted with a window size of 6, although other window sizes could have been chosen.

In contrast to the figure 4.2(a) the same was conducted within subjects as explained above. The results
are displayed in figure 4.2(b).

12
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Figure 4.2: Matthews correlation coefficient w.r.t. to number of window size of the days
(a) between subjects, (b) within subjects

MCC PRAUC Sensitivity Specificity Accuracy Dummy classifier F1 Score

between subjects | 0.05 0.34 0.24 0.77 0.63 0.76 0.24
within subjects 0.20 0.47 0.36 0.82 0.70 0.76 0.40

Table 4.2: Results of training and predicting between subjects and within subjects

4.5 Time Series Classification with label Feedfoward

To investigate if there is a boost in performance, we decided to add another feature to the time series, which
is the respective label of the night. In the first part we used the trained model from above to predict the
first night of the person and afterwards a new model was trained, which had a larger input shape due to the
additional feature. A visualization of the workflow is shown in figure 4.3.

In figure 4.3 the feed forward is initiated with the original model with an input shape of 168 to predict
the label and pass it to the second model which has an input shape of 169. In this example it has been shown
for a window size of 3. Here we have also explored different window sizes and the best result was given at
a window size of 9. The results are summarized in the table 4.3.

MCC PRAUC Sensitivity Specificity Accuracy Dummy classifier F1 Score
0.14 0.50 0.21 0.79 0.37 0.77 0.32

Table 4.3: Results of feedforwarding the label of each day

In contrast to the above methodology, where a lot of days of data have to sacrificed when the window
size increases until we are able to use the rest of the data to predict the sleep quality, a similar approach has
been tried out, where the Feedfoward of the label only was done for the label of the last day. The setup is
very similar and is shown in figure 4.4.

Since these approaches do increase the complexity of the whole system and make conclusions hard
under certain circumstances, we pursued a direct comparison with a similar setup, where the first label was
not predicted anymore by a model but rather we fed in the true label of the last day. This way the yellow
model in figure 4.4 became obsolete and only the purple model was needed to predict the sleep quality. The
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Data: Each day consists of 168
features from RMS and Standard

Deviation of sound recordings

Data

Day1| [Day2| |Day3

891
891
891

-

Data of 3 days

Data

Day2| [pays| |Days

891
891
891

-

Data of 3 days

1.LSTM
Model

1.LSTM
Model

Prediction
Good or
Poor
Sleep

Prediction
Good or
Poor
Sleep
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W)
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=
o
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N

L+891

label
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abel

Data of 3 days

> 2.LSTM

A

Model

Prediction
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Sleep

Additional
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Figure 4.3: Example of a time series with 3 days, feeding every night its predicted label to use model 2 to

predict the sleep quality with the additional feature
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predicted label
feature added

Figure 4.4: Example of a time series with 3 days with a feeding the predicted label of only the last night to
use model 2 to predict the sleep quality with the additional feature

new label predicted was fed into the prediction of the next day and so on. The results of the both approaches
with a window size of 3 are shown in the following table 4.4.

Prediction
Good or
Poor
Sleep

2
VG2 Data Data
© 5 O
: % % Day1| |Day2| |Day3 Day2| |Day3| |Day4
o - O |
0 v o
(o] 8
8 % = Prediction NN R
© - - - [«2] [«2] [«2] 2.LSTM
o c sllalls 1.LSTM Good or 118112 3 . y
S5 L8| |®||B[ > Model | Poor XX Model
%‘Q: 7} Sleep
© Y—
c E©°
o 9 c || L
© + O :‘ NO
LIJ 8 .(-.__U' ||||| label abel
g 5% e’
ch -'Es' a Data of 3 days
Q@ Data of 3 days
A
Additional

MCC PRAUC Sensitivity Specificity Accuracy Dummy classifier F1 Score

Label prediction | 0.07 0.40 0.21 0.74 0.46 0.76 0.28

True label 0.09 0.43 0.24 0.78 0.52 0.77 0.30

Table 4.4: Results of the model with predicting and feedforwarding the label and the model when the true
label was feedforwarded

4.6 New approach: Predicting sleep quality change

The results with the approach of predicting sleep with hard decision boundary of a global PSQI Score of 5
delivered kind of limited results. A new approach was thus investigated where the objective is if one can
predict how the sleep quality changes from day to day. In this case we have a multi class prediction, where
the sleep can get better, poorer or stays the same. According to research conducted on the global PSQI
score a threshold value of 3 was reached [8]. This means if the global PSQI score of a person does not
change by more than 3 points from the day before, one can say, that sleep remained more or less the same
or rather did not change significantly. The downside of this can be that if the sleep of a person was very
poor at the beginning and becomes slowly better over time, this will not be captured by this model design.
Nonetheless we will be investigating the model, if it is able to capture significant changes in the sleep quality.
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The model used here is also an 2 LSTM layer and 1 Dense Layer, and parameter tuning was also
performed to adjust to the new model approach. The results were conducted for a threshold value of 2,3
and 4. The results are summarized in table 4.5. The sensitivity and specificity include 3 entries, where
the first entry represents the value for the first class ”no significant sleep quality change”, the second entry
represents the second class sleep gets significantly better” and the third entry represents the third class
“sleep gets significantly poorer”.

\ MCC PRAUC Sensitivity Specificity Accuracy Dummy classifier F1 Score
TH:2 | 0.05 0.47 [0.39,0.26, 0.44] [0.69, 0.74, 0.63] 0.37 0.52 0.37
TH:3 | 0.04 0.42 [0.4,0.26,0.25] [0.59,0.67,0.71] 0.36 0.71 0.39
TH:4 | 0.04 0.43 [0.35, 0.35,0.25] [0.64,0.67, 0.68] 0.34 0.84 0.41

Table 4.5: Results of the 3 classification model with different threshold values

16



Chapter 5

Discussion & Conclusion

We have seen by now different ways in tackling the research question. From chapter 4.3 to chapter 4.5
different approaches were investigated in predicting the sleep quality of a person. This was introduced with
a simple RandomForest classifier which had a relatively low MCC of 0.006 and an F1 Score of 0.23. The
time series summarized in table 4.2 performed similarly to the RandomForest. Afterwards the label of each
day in the time series was included (table 4.3) which brought a significant improvement in MCC and F1
Score, but had a relatively low accuracy.

Feedforwarding only the label of the last day as in table 4.4 suffered a little bit in MCC and the F1
Score, although these minor differences still lie in the standard deviation. Using the predicted label and
feedforward it to the next model performed just slightly worse than feeding the true label in, which might
indicate, that the prediction was quite good. But this stays in contrast to the results from before in table 4.2,
that the model prediction was poor. One reason might be, that the model did not value the new feature as
much as we expected.

In table 4.2 the same model was trained but the first one with a between subjects and the other one with
a within subject approach. The differences were quite significant, indicating that if the model has seen some
data of each person, it might be able to perform better. Additionally from figure 4.2 one may derive that the
greater the time series was, the better it performed.

The last experiment in chapter 4.6, where the objective was changed compared to the other models, the
results were comparable to what we have seen by now. In all three cases with different thresholds the results
were close to each other. Therefore varying the threshold did not seem to change the result.

In all tasks similarities have been observed. The specificity, which in our case was how well the good
sleepers were identified was always above 0.7, while the sensitivity, which describes how well poor sleepers
were identified, was between 0.2 and 0.3. This is in alignment with other research [10], that predicting poor
sleepers was the challenging task.

In a nutshell, objectively the performance was relatively poor from all models compared to related work
introduced in the beginning with a similar dummy classifier performance and a model performance with an
F score of 0.81 and an accuracy of 81.48% [10]. One should note that additional data was fed into the model
e.g. the acceleration data during the day. From other research it is not clear which features dominated the
prediction of the models. But one may conclude that either the model selection or the approach was not
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CHAPTER 5. DISCUSSION & CONCLUSION
suitable. Another reason might be, that only sound amplitudes do not have enough information to be able to
predict the sleep quality.

If the classification results can be improved in the between subject case, a general model can be trained
and an app could be developed, where the trained model could be deployed. People will get an information
of their sleep quality of their day and can track it on a daily basis to try to improve their sleep in the next
following days if needed.

If the classification in the within subject came ou t to be more promising, building the application will
be more challenging. Training will be required from the first couple of days of each participant in addition
to the PSQI questionnaire which has to be filled out everyday to obtain the score.

Further research could try different approaches, especially in the model selection or in collecting dif-
ferent types of data and investigate how much does every feature contribute to the prediction and what
combination of features results in a good prediction. Furthermore a prediction into the future, which means,
predicting the sleep quality of the next following days, could be pursued. Last but not least a similar ap-
proach to transfer learning could be explored. A general model could be trained with many participants data,
and afterwards the same model could be retrained with individual data, potentially decreasing the amount
of data required for training.
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Appendix A

The First Appendix

The main packages used were the following, a more detailed overview is given in the code:

* keras, tensorflow, sklearn, scipy, statistics, numpy, seaborn
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