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Abstract

As IoT systems have gained a lot of interest in the last years, powering these devices have become a major hurdle. Energy harvesting is a solution to this problem but comes with its own difficulties. As the harvested energy is very scarce and big energy storages are costly and have an environmental impact, the energy usage have to be scheduled carefully with power availability in mind. It was suggested, that random forest is suitable for this task.

In this thesis, I implement an energy prediction algorithm based on random forest on a microcontroller and evaluate its performance. Further a technique is implemented to improve models on the device itself.
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Chapter 1
Introduction

Over the last years, there was an ever increasing number of IoT and CPS systems. This trend poses new challenges as scalability, maintenance and environmental impact become relevant topics. For these reasons, we do not want to power these devices with batteries, as these contain environmentally harmful materials and have to be replaced periodically. Energy harvesting in conjunction with a small rechargeable energy storage, is a good alternative. This has become feasible through technological advances, mainly because both IoT devices and solar panels are getting more and more efficient.

When we have a small energy storage, energy consumption becomes much more sensitive to the short-term variability in harvested energy. In this case, we need to carefully plan energy usage to achieve good system performance. For this, one can exploit energy predictions, so that we can schedule energy intensive tasks when energy is abundant.

Indoor solar power forecasting is more difficult compared to outdoors. The available light is a combination of natural and artificial light. The artificial part of the light is subject to high volatility, as it usually depends on human presence, while the natural light is also unpredictable due to many obstacles in the environment. In addition to that, the available energy is about 0.1% compared to outdoors. Therefore, we need more involved algorithms for high-accuracy predictions. In a previous work [1], different prediction models have been assessed. It was concluded that random forest yields the best prediction accuracy and robustness, with the RMSE being around 10% lower than with a linear regression model. However, these prediction models have only been tested on a high power computer. To demonstrate they are useful, it is necessary to actually implement and evaluate the models on a low power microcontroller.

In this thesis, I implement an indoor energy prediction algorithm based on
random forest on a microcontroller, and evaluate the predictions with respects to accuracy and resource requirements. More specifically, the main contribution of this thesis is the implementation of a script, that allows me to convert a model, that is trained with Scikit-learn \cite{2} to C code, which can be executed on a microcontroller.

In an attempt to improve the model during operation, a pruning technique is implemented, where low accuracy trees are deleted from the model.

I extensively evaluate the execution time, flash requirements and accuracy of the different implementation approaches and of models with various sizes. To ease this process, I automated the model training, translation, deployment and evaluation.

In Chapter \ref{2} I talk about the theoretical aspect of my work. Chapter \ref{3} gives an overview over the different steps beginning with training and model translation and ending with the deployment. A deep-dive into the model training is found in Chapter \ref{4} In Chapter \ref{5} I explain different approaches to implement random forest on a microcontroller, which are then evaluated in Chapter \ref{6}.
In this chapter I give a theoretical overview of the system (Section 2.1), a discussion on how random forest works under the hood (Section 2.2) and an assessment of the deployability of random forest on a microcontroller (Section 2.3).

2.1 System Model

The system model (Figure 2.1) describes the model training and evaluation of the random forest. Furthermore, it describes the origin of the features and how they get selected. It comprises of the following parts:

- Input variables
- Logging stage
- Prediction model
- Model evaluation
- Output variable

On an IoT device, ambient sensors measuring temperature, humidity, pressure and light are easily integrable. Additionally, meteo data can sent from a central station to the devices. So in this thesis, the input variables of the model consists of data from multiple indoor measurement station and meteo data from MERRA-2 (described in Section 4.2). Namely, these are the current solar power, illuminance of the solar panels, ambient temperature, ambient air pressure, ambient relative humidity, outdoor temperature, outdoor pressure and solar irradiance.

In the logging stage, we get several values from each signal stream with different lags (1h, 2h, 3h, 4h, 24h and 1 week).
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The feature selection is next, where only the most significant variables get selected and then fed into the prediction model. The importance of the features are already calculated in [1], so I use these results to select them. As the model training is done offline, it is not part of the system model. It is however important for the evaluation, that the model can be either trained on data coming from the same node as it is later deployed and evaluated or trained with different nodes than it is later evaluated. This leads to significantly different model performance.

The output of the model is the estimated power. To evaluate the prediction accuracy, the true value and the predicted value are compared with different metrics.

![System Model: Prediction and Evaluation](image)

2.2 Random Forest

Random forest [3] is an algorithm, that enables us to do regression. It uses decision trees to make a prediction by averaging the output of each individual tree, resulting in a more robust and stable prediction than it would be with a single tree.
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2.2.1 Decision Tree

A decision tree is a binary tree, which is traversed by a certain rule set. In Figure 2.2 you can see an example of such a tree. You start at the root node (with threshold \( c_1 \)) and compare the feature (a value like temperature) with the threshold. Based on whether the feature is greater or smaller than the threshold, you take either the left child or the right one. This process is repeated, until you reach a leaf node. There, the output value \( y_k \) is held.

The depth of a tree \( d \) (2 in the example) is an important measurement of the complexity of the tree. In creating deeper trees, we are able to represent more complex real world behaviour in the model. The space required to store the tree is related to the depth by \( \mathcal{O}(d^2) \).

To predict the solar power with multiple features, we have to expand the functionality of this simple decision tree by attaching a feature index to each threshold. This feature index maps each threshold to a feature allowing us to create trees using more than one feature.

![Figure 2.2: Simple Decision Tree with 1 Feature](image)

2.2.2 Averaging Multiple Decision Trees

As we know, decision trees are prone to overfitting. By training multiple, independent trees and averaging their result, we are able to bypass this effect. In Figure 2.3, we can see a random forest with \( n \) trees. The input vector (features) \( \vec{x} \) is fed into each tree, producing an output value \( \tilde{y}_k \). The averaged value \( \tilde{y} \) is the predicted value of the random forest.

![Figure 2.3: Random Forest](image)

Independency is achieved by subsampling the dataset and randomly selecting a subset of features for each tree. For the sake of saving space, the number of
trees and their depth is limited. To cut out unnecessary subtrees, the minimal number of samples per leaf is also specified.

![Figure 2.3: Random Forest Algorithm](image)

### 2.2.3 Pruning

The idea behind pruning is that the model can be improved after training. This is done through cutting out under-performing trees from the forest. As described in Section 2.1, the data for training the model can come from other nodes, than for evaluating it. This likely leads to trees, that perform significantly worse than others. Deleting them should lead to a better model overall.

### 2.3 Feasibility of Deployment

In [1] it was suggested that a forest size of 500, with a minimal number of samples per leaf of 5, and with no tuning for tree depth leads to optimal results, while improvements beyond this point are minimal. Without tuning the tree depth $d$, however, it is impossible to predict the size of the model, as a larger dataset will result in a larger model. So we have to limit this parameter as well. In Chapter 6, I dive deeper into the selection of tree depth.

The required space for a random forest model on the microcontroller is dependent on the implementation (see Chapter 5). One can however calculate the minimal required storage, if one assumes, that each threshold and output value is stored as single precision float (4 bytes) and the feature index as short integer (2 bytes), that is stored for each node. For simplicity, we do not differentiate between normal nodes and leafs. To calculate the number of nodes, we have to
know the tree depth $d$ and the number of trees in the forest $n$. Assuming, that each tree is a full binary tree, we get following formula for the number of nodes per tree $n_{\text{nodes per tree}}$:

$$n_{\text{nodes per tree}} = 2^{d+1} - 1 \quad (2.1)$$

The number of total nodes $n_{\text{total nodes}}$ is calculated by the formula

$$n_{\text{total nodes}} = n \cdot n_{\text{nodes per tree}} \quad (2.2)$$

This leads us to a space requirement $n_{\text{bytes}}$ in bytes

$$n_{\text{bytes}} = n_{\text{total nodes}}(s_{\text{th}} + s_{\text{idx}}) \quad (2.3)$$

whereas $s_{\text{th}}$ is the size of the threshold/output value (4 bytes) and $s_{\text{idx}}$ the size of the index value (2 bytes).

For example, we get 46'500 bytes for a random forest with 250 trees and a tree depth of 4. This however is the ideal case, as the size grows with additional required functions, debug information and struct padding.
In this chapter I talk about the training, model translation and deployment process. The last section is about the communication protocol. Since this is specifically implemented for the purpose of this work, the protocol is extensively described.

### 3.1 Model Training

The model training happens offline on a computer. For that, I use the machine learning library Scikit-learn \[2\] from Python. With the class RandomForestRegressor, one can implement a random forest regressor in a few lines of code. I parameterize the number of trained trees, the number of features used by each tree, the depth of the trees and the minimum number of samples required per tree. These parameters affect the accuracy and space requirements of the model.

The data (Section 4.2) used for training and testing the model is a time series of measurements. To preserve causality of the model, it is important that the training data is chronologically before the testing data.

### 3.2 Model Translation

The key contribution in this work is the model translation part. It converts the object oriented model from Scikit-learn and converts it to C code. Two different implementations exists. The code resides in `model_exporter.py`. The main function is `export_to_file()`, which takes the trained RandomForestRegressor object, the implementation and the output file as input. It saves the generated C code and its corresponding header files with the base algorithm and some helper functions, which are specific to the implementation at the specified location. How the different implementations work in detail is described in Section 5.
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3.3 Deployment

The deployment process (compilation and flashing) is automated through Python. It uses the Arm Compiler with various optimization flags. This ensures, that minimal debug information is stored on the microcontroller. As a consequence, larger models can be stored on the internal flash. Flashing is done with the tool Uniflash. It can be invoked through the command line with different options.

3.4 Microcontroller Communication

In order to test and evaluate the model, the microcontroller needs to communicate with the computer. That is done through a serial protocol. All parameters in the packets are LSB first.

3.4.1 Header

Each packet sent either from the computer or the microcontroller starts with a 3 byte header. This header contains a start byte (0xA5), a length byte indicating the length of the remaining packet (excluding the header) in bytes and a checksum byte (excluding the header). The checksum byte is calculated by simply adding up all the bytes in the packet and taking the least significant byte. An overview can be found in Table 3.1.

<table>
<thead>
<tr>
<th>START</th>
<th>Start Byte</th>
<th>1 Byte</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEN</td>
<td>Length of Packet</td>
<td>1 Byte</td>
</tr>
<tr>
<td>CHKSM</td>
<td>Checksum of Packet</td>
<td>1 Byte</td>
</tr>
</tbody>
</table>

Table 3.1: Header

3.4.2 Request Packet

A request packet (Table 3.2), coming from the computer, starts with the header, followed by a command and subcommand byte. The command byte specifies, if predicting or pruning should be performed and the subcommand byte specifies the type.

The commands and subcommands with their corresponding functions are defined in Table 3.3.
### Prediction

There are three different prediction subcommands. The "Simple Prediction" just does the prediction with the provided features (Table 3.4). The features are provided as single precision float in the IEEE 754 format [4] with LSB first.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FEAT0</td>
<td>Feature 0</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>FEAT1</td>
<td>Feature 1</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>FEATN</td>
<td>Feature N</td>
<td>4 Bytes</td>
</tr>
</tbody>
</table>

Table 3.4: Simple Prediction Data

There are two options for sorting the trees based on accuracy while predicting. The first one (Table 3.5) only looks at the worst tree and moves it to the end of the tree array. The second one (Table 3.6) looks at multiple trees and moves them back based on two parameters. The rule for calculating the amount, that a tree is moved back in the array is $s = is_i + o$, where $i$ is the index in the array with the worst trees (ordered by accuracy, higher accuracy first), $s_i$ is the parameter "Steps Per Tree" and $o$ is the parameter "Move Offset".

<table>
<thead>
<tr>
<th>Feature</th>
<th>Data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TRUEP</td>
<td>True Prediction</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>FEAT0</td>
<td>Feature 0</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>FEAT1</td>
<td>Feature 1</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>FEATN</td>
<td>Feature N</td>
<td>4 Bytes</td>
</tr>
</tbody>
</table>

Table 3.5: Prediction and Move Worst Tree to the End of the Array Data
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<table>
<thead>
<tr>
<th>NTREES</th>
<th>Number of Trees to Move</th>
<th>4 Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFFS</td>
<td>Move Offset</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>STEPS</td>
<td>Steps Per Tree</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>TRUEP</td>
<td>True Prediction</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>FEAT0</td>
<td>Feature 0</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>FEAT1</td>
<td>Feature 1</td>
<td>4 Bytes</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>... ...</td>
</tr>
<tr>
<td>FEATN</td>
<td>Feature N</td>
<td>4 Bytes</td>
</tr>
</tbody>
</table>

Table 3.6: Prediction and Move Worst N Trees Data

### Pruning

Two different pruning functions allow for easy pruning. "Simple Pruning" (Table 3.7) prunes the worst tree and "Pruning N Trees" (Table 3.8) prunes the worst N trees.

<table>
<thead>
<tr>
<th>EMPTY</th>
<th>No Data</th>
<th>0 Bytes</th>
</tr>
</thead>
</table>

Table 3.7: Simple Pruning Data

<table>
<thead>
<tr>
<th>NTREES</th>
<th>Number of Trees to Prune</th>
<th>1 Byte</th>
</tr>
</thead>
</table>

Table 3.8: Pruning N Trees Data

### 3.4.3 Answer Packet

A answer packet (Table 3.9), coming from the microcontroller, starts with the header, followed by a return and error code.

<table>
<thead>
<tr>
<th>HEAD</th>
<th>Header</th>
<th>3 Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>RET</td>
<td>Return Code</td>
<td>1 Byte</td>
</tr>
<tr>
<td>ERR</td>
<td>Error Code</td>
<td>0 - 1 Bytes</td>
</tr>
<tr>
<td>DATA</td>
<td>Data</td>
<td>0 - 255 Bytes</td>
</tr>
</tbody>
</table>

Table 3.9: Answer Packet

The prediction commands defined in Section 3.4.2 always return a packet, defined in Table 3.10. The prediction is returned as single precision float in the IEEE 754 format and the computation time as 32 bit integer in microseconds.
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<table>
<thead>
<tr>
<th>PRED</th>
<th>Prediction</th>
<th>4 Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMPTIME</td>
<td>Computation Time</td>
<td>4 Bytes</td>
</tr>
</tbody>
</table>

Table 3.10: Prediction Answer Data

The prune commands defined in Section 3.4.2 always return a packet, defined in Table 3.11. The remaining trees are returned as 16 bit integer.

| REMTREES | Remaining Trees   | 2 Bytes |

Table 3.11: Pruning Answer Data
In this chapter I describe how the model training part is built. Especially, I talk about the data and how to preprocess it, as data preprocessing is one of the main aspects in any machine learning task.

4.1 System Overview

In Section 3.1 the tools that were used are already described. The model training part is essentially packed in one function called `create_model()`, residing in the source file `model_creation.py`. It takes the paths for data, model parameters (number of trees, tree depth, minimal samples per leaf, maximum features per tree, train test fraction, sampling settings) as arguments and outputs a trained `RandomForestRegressor` object with evaluation scores.

`create_model()` is dependent on `data_preprocessing.py`, where all the data preprocessing happens. The main functions there are `load_data()` to load and merge the different data sources (described in Section 4.2), `load_preprocessed_data()` to load and prepare already preprocessed data and `preprocess_data()` to preprocess the aggregated data from the `load_data()` function.

4.2 Data Basis

The main dataset used in this work is provided by multiple measurement stations, that are located in the ETZ building at ETH Zurich. The measurement stations have a solar panel and ambient sensors to measure the generated solar power, illuminance, ambient pressure, ambient temperature and ambient relative humidity. The solar power is sampled at a rate of 10 Hz and the ambient sensors at a rate of 1 Hz. The available data ranges from April 2018 to October 2020.

A subsecond sampling interval is not reasonable for this task, because ambient
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changes such as temperature are very slow, I resample the data to an interval of 1 hour with the mean of the interval. This will also be my main prediction time, as this is considered one of the more difficult intervals [1].

The outdoor measurements are taken from the MERRA-2 project [6] for the location of the ETZ building. They contain temperature, pressure and solar irradiance and are sampled with an interval of 10 minutes.

The preprocessing of the data consists of three steps. The first step is to join the different sources into one pandas DataFrame. As a second step, I resample the data into the desired interval (1 hour), taking the mean over this interval. In the third step, I add computed and lagging columns to the DataFrame. The calculated columns are two boolean columns (working time, working day), which equals 1, if the time is between 09:00 AM and 06:00 PM and between Mondays and Fridays and three time columns (hour, day of the week, day of the year).

As already described in Section 2.1, for each signal we add several values with different lags (1h, 2h, 3h, 4h, 24h and 1 week). The signal value without lag is not considered in the model training, as this is not known.
In this chapter, I implement and test two different approaches to represent a random forest on a microcontroller and make predictions and talk about their advantages and disadvantages.

5.1 System Overview

I use the Texas Instruments MSP432P401R microcontroller as my low-power embedded platform, for which I evaluate both implementation versions. It is based around an Arm Cortex-M4F processor with a 32 bit architecture, with 48 MHz clock speed, 256 KByte of flash memory and 64 KB of RAM.

The model to C-code conversion is defined in the model_exporter.py source file. The main function export_to_file() takes a trained RandomForestRegressor object, the implementation approach (described in the following sections), a file path for the generated code and some code settings as arguments. It then generates a .c file and a .h file with the trees and implementation specific helper functions.

The code for the microcontroller is organised in four different .c files with corresponding headers. In main.c, the system is setup and the interrupt handler for the serial communication is defined. It reads each byte of an individual packet and stores it in a buffer, until there is a whole packet. It then calls the communication handler, which resides in communication.c. This handler checks the validity of the packet and delegates it either to the prediction handler or the prune handler based on the CMD byte (see Table 3.4.2). The prediction handler calls the different predict functions in tree.c, that was previously generated by
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the model exporter script. Additional functions, that are necessary, are defined in utility.c.

5.2 If-Else Approach

The basic idea in this approach is, that you can represent a binary decision tree as a series of if/else-clauses. With that, a single tree is represented in a function, that takes the features as argument and returns the prediction. In Listing 1 you can see an example with a feature array of size 15 and a tree depth of 2. From the features, only feature 0, 3 and 6 are used.

The advantage of this approach is the easy conversion script. The storing method of Scikit-learn for trees allows us to traverse the tree recursively from the root in a depth first, preorder manner, as it stores the threshold, feature index and the references to its children. The right child is always taken, if the feature is lower than the threshold, otherwise the left child is taken. As we want to build the if-clause in the format feature[i] <= threshold[k], we traverse the tree right handed. So as long as we go to a right child, we can add a new line with an if-statement. When we reach a leaf, we add a return-statement. If we approach a right child, we add an else-statement on a new line.

Listing 1 If-Else Decision Tree Prediction with Depth of 2 and 15 Features

```c
float tree0(float features[15]) {
    if (feature[6] <= 1.30739273e+02) {
        if (feature[0] <= 1.65000000e+01) {
            return 2.65752328e-05;
        } else {
            return 1.21320995e-05;
        }
    } else {
        if (feature[3] <= 1.96884800e+02) {
            return 3.12212301e-05;
        } else {
            return 4.39161221e-05;
        }
    }
}
```

To now get to a full forest, we have n different tree-functions, which are all called during prediction. To do this efficiently, we store the pointers to the tree-functions in an array, so that we can loop through them.

As we want to prune trees, that are performing bad, we introduce a variable
called `prune_pointer`, which at the beginning equals $n$. If we prune now, we just decrement this variable. Now we just predict trees in the pointer array up to this index.

As this pruning approach requires the trees to be sorted by their accuracies, we need additional routines. A simple approach is to track the worst performing tree in a prediction with the true value and move it to the end of the function array. This is not a perfect sorting of the trees, but doing this, one can expect that the worst trees are in the lower half of the array.

A more sophisticated approach is, that we track multiple trees and move them back by a certain amount. This allows us to have more fine grained control on how much to alter the array.

There is however the disadvantage with this approach, that pruning can only save on execution time and not on saving space, because the individual functions can’t be removed from memory.

### 5.3 Array Approach

A different approach is, that we store the trees in arrays of nodes, containing the threshold value and the feature index. Now we have a function (Listing 2), that takes such an array and features as input and returns the prediction. The array is built in a breadth first manner (lower depth nodes are lower array indices). To get the child-node indices from a node with index $k$, you can use (5.1) and (5.2).

#### Listing 2 Array Based Decision Tree Prediction with 15 Features

```c
float tree_prediction(float features[15], node* tree_array, size_t max_depth) {
    float prediction;
    size_t depth = 0;
    size_t index = 0;
    while(depth <= max_depth) {
        if(tree_array[index].feature_index == -1) {
            prediction = tree_array[index].value;
            break;
        }
        if(features[tree_array[index].feature_index] > tree_array[index].value) {
            index = (2 * index) + 2;
        } else {
            index = (2 * index) + 1;
        }
        depth++;
    }
    return prediction;
}
```
5. Microcontroller Implementation

\[ i_{\text{left child}} = 2k + 1 \] (5.1)

\[ i_{\text{right child}} = 2k + 2 \] (5.2)

The difficulty in the conversion is, that we have to convert the pointer based model to an breadth first array assuming a full binary tree and dealing with incomplete trees. This can be solved however with a queue based algorithm (see Algorithm 1). The main idea is to pop the front of the queue and enqueueing the children. This converts the tree model to a breadth first array.

Algorithm 1 Tree to Array Conversion

Input: root node, tree depth

Output: array

1: function TREEToArray(tree)
2: initialize queue
3: initialize array
4: add root node to queue
5: for \( i \) in range \( 2^{\text{tree depth} + 1} - 1 \) do
6: \( \text{node} = \) pop element from queue
7: if node is undefined then
8: add empty element to array
9: else if node is leaf then
10: add (node.value, leaf) to array
11: else
12: add (node.value, node.feature) to array
13: end if
14: add node.left and node.right to queue
15: end for
16: return array
17: end function

To now extend this to a forest, the function (Listing 2) is called for each tree array, averaging the output from each call.

Pruning is implemented the same way as described in Section 5.2, looping through the array with pointers to the tree array up to the index of prune pointer.

A main advantage of this approach is, that we do not have lots of conditionals in the compiled code, which saves space. Another advantage is, that now the
trees are no longer stored as functions but rather as variables. With dynamic memory allocation, we have now the opportunity to delete trees from the memory and allocate this space for different purposes. The main disadvantage is, that a tree always occupies the same amount of space (given the same depth), as nonexistent subtrees are represented by empty elements in the array. If we have sparse trees, this implementation would not be space efficient. We assume however, that we nearly always have full trees, as we chose primarily low tree depths.
In this chapter, I evaluate the different implementation approaches regarding compiled size (Section 6.1) and prediction runtime (Section 6.2). In Section 6.3, I evaluate the effectiveness of pruning.

6.1 Flash Size

As space is limited on the microcontroller, we want the model to be as small as possible to have enough space for the main functionality. There are two factors, influencing the flash size, that I look at. The first one is obviously the model size and the other one are the compiler settings. We first look at the compiler and use the best settings for all further measurements.

6.1.1 Compiler

The compiler (ti-cgt-arm_20.2.5.LTS) has two flags, that heavily influence the size of the binary. One is --opt_for_speed (speed vs size trade-offs) and the other one is --opt_level (optimization level). It should be obvious, what the best settings are, but I want to evaluate how big the impact is.

To evaluate the --opt_for_speed compiler flag, I turn off the --opt_level flag. After that, I set the best --opt_for_speed flag and vary the --opt_level flag. For this, I use the data from all measurement stations with a train - test split of 90% and 15 features. The model parameters are set to 250 trees and to a tree depth of 4.

In Figure 6.1 you can see the impact, that --opt_for_speed has on the compiled size. The difference is significant with a 10% size reduction.
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With the flag set to 0, we can observe in Figure 6.2 that a major size reduction (around 13%) happens, when we change the `--opt_level` from 1 to 2. The main reason is, that debug information is stripped out, making debugging harder. This leads to an overall size reduction of 26% comparing the optimal flags with no flags at all.

Figure 6.1: `--opt_for_speed` Impact on Compiled Size

Figure 6.2: `--opt_level` Impact on Compiled Size
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6.1.2 Model Size

The model size has a lower bound of space requirement calculated by (2.3). Analyzing this formula leads us to the assumption, that the space requirement has an exponential dependency on the tree depth $d$ and a linear dependency on the number of trees $n$.

To prove this assumption, we train models on all stations (90\% train - test split) with varying tree depths and number of trees and compile them to get the flash size. We do that for both the If Else Implementation and the Array Implementation.

As we can see in Figure 6.3, an increase in number of trees grows the size linearly, whereas there is an exponential growth on the tree depth axis. To calculate the size per node, we want to eliminate the space required by other functions. So we calculate the difference of flash size and of nodes with (2.2). This leads to a size per node of around 15.5 bytes. That is over 2.5 times the ideal case.

![Figure 6.3: Model Parameter Impact on Compilation Size with the If Else Implementation](image)

Looking at the Array Implementation in Figure 6.4, the situation looks different regarding the node size. Calculating it the same way leads us to a size a bit larger than 8 bytes. This was to be expected, as we store each node as a struct containing a 4 bytes floating point value and a 2 bytes integer value. The remaining 2 bytes are due to the struct padding, as the size of a struct has to be a multiple of 32 bits.
To now evaluate how the compiled size affects the model accuracy, so-called global models are trained. Global models are models that are trained on other measurement stations, than they are evaluated. In this evaluation, I trained on all stations but station 14 with a split at 30.08.2020 and evaluated with data from station 14 from this date onwards. The tree depth is varied between 2 and 6 and the number of trees between 50 and 500. The relative root mean squared error compared to the maximum power and the compiled size is then plotted for both implementation approaches.

In Figure 6.4 and 6.5, you can see, that we get the best accuracy for a certain amount of space with high tree depth. The number of trees however doesn’t significantly improve the accuracy.

6.2 Runtime

Runtime is equally important as space efficiency, as this is an indirect measure on how much energy is needed to predict. This also depends on the compiler flags described in Section 6.1.1 and the model size.
6. Evaluation

Figure 6.5: Relative RMSE Compared with Compiled Size If Else Approach

Figure 6.6: Relative RMSE Compared with Compiled Size Array Approach

6.2.1 Compiler

The setup looks the same way as in Section 6.1.1 but instead of the compiled size, I measure the runtime of a single prediction. I again measured the impact of the --opt_for_speed and the --opt_level compiler flag.
The impact of the `--opt_for_speed` flag behaves just the other way round as intended by the compiler. As you can see in Figure 6.7, if we optimize on speed, the execution time is actually a little bit higher (about 1%), than if we optimize on size.

![Figure 6.7: `--opt_for_speed` Impact on Runtime](image)

However the `--opt_level` flag allows us to save about 4% of execution time compared to the worst setting, as you can see in Figure 6.8.

### 6.2.2 Model Size

In this section, I will compare different model sizes for each implementation approach and measure their single prediction runtime with the same setup as in Section 6.1.2. I expect the runtime to grow linearly both with increasing tree numbers and tree depth, because each tree adds the same amount of nodes to be evaluated and each level of depth adds a single node.

This may indeed be observed, if we look at Figure 6.9. This shows the execution time for the If Else Implementation Approach. To compare the different approaches, we calculate the time per node. To do that, we have to know, how many nodes are evaluated per prediction. As only one node is evaluated in each level, the number of nodes evaluated is \( n(d + 1) \). For this approach, it equals 1434 ns per node.

Comparing the If Else Approach to the Array Approach (Figure 6.10), we can see quite a huge difference in the execution time. There, the time used per node
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![Graph showing Compiler Optimization Level vs. Execution Time of 1 Prediction (us)](image)

Figure 6.8: `--opt_level` Impact on Runtime

![3D Graph showing Execution Time per Prediction If Else Approach](image)

Figure 6.9: Execution Time per Prediction If Else Approach

is about 745 ns, which is a time saving of 48%.

6.3 Pruning

To prove the effectiveness of pruning, I look at two different settings. One represents a local setting (use the same station for training and evaluating
6. Evaluation

Figure 6.10: Execution Time per Prediction Array Approach

accuracy) and the other one represents a global setting (all but one station used for training, the remaining station is used for evaluating accuracy). I will look at a small number of trees (50) and a high tree depth (8).

The training now happens in two steps. The first step is the offline training of the model and the second step is prediction with pruning, where the trees get sorted by accuracy.

I train a new model for each pruning size I look at. This is to ensure, that I also see the variability in accuracy after the offline training.

In Figure 6.11, you can see, how the local setting perform. There is no initial improvement in accuracy than one might expect. It stays roughly the same up to about 80% pruned trees and after that it gets slightly worse. With only one tree left (technically no random forest anymore) the relative error increased about 2.5%.

A similar observation can be made with the global setting (Figure 6.12). If we smooth out the accuracy curve of the pruned model, we have a deterioration after pruning about 80% of the trees.
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Figure 6.11: RMSE Pruned Models, Local Setting (Station 6)

Figure 6.12: RMSE Pruned Models, Global Setting (Station 14)
I implemented an indoor energy prediction algorithm based on a random forest in this thesis. Two implementation approaches with online improvement techniques were developed and evaluated.

The evaluation has shown, that with an array based implementation, you are able to store a model space efficient (25% more than the ideal case because of struct padding) on a microcontroller and have a fast prediction time. In comparison, the approach based on conditionals (if/else), uses almost double the amount of memory and double the amount of execution time for each prediction.

Trying to improve the model on-the-fly with pruning doesn’t work that well, but because the model stays equally accurate with up to 80% of pruned trees, this could be used to free up space for the use of other purposes.

7.1 Further Work

As pruning doesn’t seem to work as expected, one could consider looking into other techniques to improve the model with limited resources. For example, one could copy trees and add noise or maintain data from bad predictions and train new trees based on this data.

To prove the usefulness of this prediction algorithm, one should look into different scheduling algorithms and put them to the test with realistic workloads. That way, we would see, if the energy expenditure for predicting actually leads to a better system performance, than other energy harvesting scheduling algorithms.
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